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Algorithms based on dynamic programming (DP) find optimal solutions to finite-state optimal control tasks by iterating a “backup” operator that only considers the consequences of executing the “best” action in a state. In many problem domains, the optimal solution may be “brittle” and it may be desirable to find robust, if suboptimal, solutions that prefer states that have many “good” actions to choose from, over states that have a single good action. I present a family of iterative approximation algorithms constructed by replacing the “hard” max operator in classical DP algorithms by a “soft” generalized means of order $p$ operator (Rivest [8]) (e.g., a non-linearly weighted $l_p$ norm). The soft DP algorithms converge to solutions that are more robust than solutions found by classical DP algorithms. I prove that for each index $p \geq 1$, the corresponding soft DP algorithm converges to a unique fixed point, and that the approximate but robust solution gets uniformly better as the index $p$ is increased, converging in the limit ($p \to \infty$) to the optimal solution determined by classical DP algorithms.
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1 Introduction

Optimal control problems are characterized by the fact that control decisions taken at the present time affect the behavior of the controlled system at future times. Therefore, the solution is not just a decision at the present time instant, but a sequence of decisions over the entire duration of control. The goal is to find an optimal control policy, i.e., a function assigning actions (or decisions) to states, that optimizes an objective functional, such as minimum time, or minimum cost. In many optimal control problems, the optimal solution may be brittle in that it may not leave the controller any room for even the slightest error. For example the minimum time solution in a navigation problem may take an expensive robot over a narrow ridge where the slightest deviation from the optimal action can lead to disaster.

In this paper we propose new algorithms that find solutions in which states that have many “good” actions to choose from are preferred over states that have a single good action choice. This robustness is achieved by potentially sacrificing optimality. Robustness can be particularly important if the there is mismatch between the model and the real physical system, or if the real system is non-stationary, or if availability of control actions varies with time.

\footnote{I thank Peter Dayan and Andrew Barto for their contributions to this paper. This work was supported by the Air Force Office of Scientific Research, Bolling AFB, under Grant AFOSR-89-0526 and by the National Science Foundation under Grant ECS-8912623.}
2 Dynamic Programming Algorithms

Dynamic programming (DP) [2] provides an approach to solving optimal control problems under general conditions. The DP solution specifies the optimal control at every state of the system at every instant of time, and is often implemented as a feedback (closed-loop) controller in which the state of the system is constantly measured and the corresponding control applied. The DP approach is based on Bellman’s [2] Principle Of Optimality which states that “an optimal policy has the property that whatever the initial state and decision are, the remaining decisions must constitute an optimal policy with regard to the state resulting from the first decision.” This converts the simultaneous determination of the entire optimal control policy into a sequential determination. Subsequently, a number of iterative improvement algorithms have been defined that organize their computation more efficiently than exhaustive search through the space of closed-loop policies.

In searching for the optimal control policy, DP-based algorithms employ the max operator that is a “hard” operator because it only considers the consequences of executing the best action in a state and ignores the fact that all the other actions could be disastrous (see Equation 2). This paper introduces a family of iterative approximation algorithms constructed by replacing the hard max operator in DP-based algorithms by “soft” generalized means [3] of order $p$ (e.g., a non-linearly weighted $l_p$ norm). These soft DP algorithms converge to solutions that are more robust than those of classical DP. I prove that for each index $p \geq 1$, the corresponding iterative algorithm converges to a unique fixed point, and that the approximation gets uniformly better as the index $p$ is increased, converging in the limit ($p \to \infty$) to the DP solution. The main contribution of this paper is the new family of approximation algorithms and their convergence results. The implications for neural network researchers are also discussed.

Markovian Decision Tasks (MDTs) (e.g., [3]) are a subset of optimal control tasks important to learning researchers because many interesting sequential learning tasks can be formulated as multi-stage MDTs. Let $S$ be the set of states of the system and $A$ be the set of actions available to the controller. Executing action $a \in A$ in state $x \in S$ results in payoff $r(x, a)$ and causes a transition to state $y$ with probability $P_{xy}(a)$. The objective functional, $J_n = E[\sum_{t=0}^{\infty} \gamma^t r_t]$, where $0 < \gamma < 1$ is the discount factor, $n$ is the horizon or the number of stages in the task, $E$ is the expectation operator, and $r_t$ is the payoff received at time step $t$.

In this paper, I will develop approximations to DP algorithms for solving finite state, infinite-horizon MDTs. Implications of relaxing these constraints are discussed in Section 4. For stationary policy $\pi : S \to A$, the return $V_\pi(x) = E[\sum_{t=0}^{\infty} \gamma^t r_t(\pi)]$, where $r_t(\pi)$ is the payoff received by the controller at time $t$ when the start state is $x$ and the policy $\pi$ is followed forever. An optimal policy $\pi^*$ maximizes the return for each state. I will denote $V_{\pi^*}$ simply as $V^*$. 
For MDTs, Bellman’s Optimality Principle can be stated as follows: \( \forall x \in S: \)

\[
V^*(x) = \max_{a \in A} \left[ r(x, a) + \gamma \sum_{y \in S} P_{xy}(a)V^*(y) \right].
\]

(1)

Value Iteration (e.g., [3]) is an iterative improvement algorithm, \( V_{t+1} = T(V_t) \), for computing the optimal value function \( V^* \). \( V_t \) is the estimate of \( V^* \) at the \( t^{th} \) iteration, and the operator \( T: (\mathbb{R}^+)^{|S|} \to (\mathbb{R}^+)^{|S|} \) is defined as follows:

\[
T(V_{t+1})(x) = \max_{a \in A} \left[ r(x, a) + \gamma \sum_{y \in S} P_{xy}(a)V_t(y) \right]
\]

(2)

Note that the operator \( T \) in Equation 2 is “hard”. Following Rivest[8], who replaced the min-max operators in game tree search with generalized means, I replace the max operator with the generalized mean for the more general class of DP-based algorithms.

2.1 Facts about Generalized Means

Let \( A = \{a_1, a_2, \ldots, a_n\} \), and \( A' = \{a'_1, a'_2, \ldots, a'_n\} \). Define \( A_{\max} = \max \{a_1, a_2, \ldots, a_n\} \), and \( \|A\|_\infty = \max \{|a_1|, |a_2|, \ldots, |a_n|\} \). Define \( A_p = \left( \frac{1}{n} \sum_{i=1}^{n} (a_i)^p \right)^{\frac{1}{p}} \), called a generalized mean of order \( p \). The following facts are proved in Hardy et al. [5] under the conditions, \( 1 \leq i \leq n, \ a_i, a'_i \in \mathbb{R}^+ \):

**Fact 1.** (Convergence) \( \lim_{p \to \infty} A_p = A_{\max} \).

**Fact 2.** (Differentiability) While \( \frac{\partial A_{\max}}{\partial a_i} \) is not defined, \( \frac{\partial A_p}{\partial a_i} = \frac{1}{n} \left( \frac{a_i}{A_p} \right)^{p-1} \) for \( 0 < p < \infty \).

**Fact 3.** (Uniform Improvement) \( 0 < p < q \Rightarrow A_p \leq A_q \leq A_{\max} \); further if \( \exists i, j, \text{ s.t. } a_i \neq a_j \), then \( 0 < p < q \Rightarrow A_p < A_q < A_{\max} \).

**Fact 4.** (Monotonicity) if \( \forall i, a_i \leq a'_i \), then \( A_p \leq A'_p \). In addition, if \( \exists i, \text{ s.t. } a_i < a'_i \), then \( A_p < A'_p \).

**Fact 5.** (Boundedness) If \( p \geq 1 \), and if \( \|A - A'\|_\infty \leq M \), i.e., the two different sequences of \( n \) numbers differ at most by \( M \), then \( |A_p - A'_p| \leq M \). In addition, if \( p > 1 \), and \( A \neq A' \), then \( \|A - A'\|_\infty \leq M \Rightarrow |A_p - A'_p| < M \). See Appendix for a proof.
3 New Iterative Fixed Point Algorithms

A family of iterative improvement algorithms, indexed by a scalar parameter \( p \), can be defined as \( V_{t+1} = T_p(V_t) \), where the update operator \( T_p : (\mathbb{R}^+)^{|S|} \to (\mathbb{R}^+)^{|S|} \):

\[
T_p(V_{t+1})(x) \overset{\text{def}}{=} \left\{ \frac{1}{|A|} \sum_{a \in A} [r(x, a) + \gamma \sum_{y \in S} P_{xy}(a)V_t(y)]^p \right\}^{\frac{1}{p}}.
\]

(3)

Note that even though in this abstract the new algorithms are developed by modifying the Value Iteration algorithm, similar modifications can be made to most other DP algorithms as well as reinforcement learning algorithms [1] that involve the max operator and are related to DP, such as Watkins’s popular \( Q \)-learning [11] algorithm (see Appendix).

**Fact 7.** By the “Convergence” (Fact 1) property of the generalized mean operator, \( \lim_{p \to \infty} T_p = T \).

3.1 Convergence Results

**Fact 8.** For a discrete MDT the finite set of stationary policies form a partial order under the relation \( \triangleright \): \( \pi \triangleright \pi' \Leftrightarrow \forall x \in S, V_\pi(x) > V_{\pi'}(x) \). If \( 0 \leq \gamma < 1 \), and a finite constant \( \Delta \in \mathbb{R} \) is added uniformly to all the payoffs, the partial order of the policies does not change.

**Assumption 1.** \( 0 < \gamma < 1 \)

**Assumption 2.** \( \forall x \in S, \forall a \in A, r(x, a) \geq 0 \). This is not a restriction for MDTs with \( 0 \leq \gamma < 1 \), because of Fact 8.

The development of the convergence proofs follows Bertsekas and Tsitsiklis [3] closely. Throughout, I will assume that assumptions 1 and 2 hold. Note that assumption 2 guarantees that the optimal value function will be non-negative.

**Proposition 1.** For all \( p \geq 1 \), the following hold for the mapping \( T_p \):

(a) (Monotonicity) \( T_p \) is monotone in the sense that \( \forall V, V' \in (\mathbb{R}^+)^{|S|} \):

\[
V \leq V' \Rightarrow T_p(V) \leq T_p(V'),
\]

Proof: Follows trivially from the monotonicity of the generalized mean (Fact 4).

(b) (Contraction Mapping) For all finite \( V, V' \in (\mathbb{R}^+)^{|S|} \),

\[
||T_p(V) - T_p(V')||_\infty \leq \alpha ||V - V'||_\infty,
\]
where $\alpha < 1$.

**Proof:** Clearly, $\exists 0 \leq M < \infty$, s.t. $\| V - V' \|_\infty \leq M$. Then $\forall x \in S$, $-M \leq (V(x) - V'(x)) \leq M$. Substituting $V'(y) + M$ for $V(y)$ in Equation 3, we get

$$T_p(V)(x) \leq \left\{ \frac{1}{|A|} \sum_{a \in A} [r(x, a) + \gamma \sum_{y \in S} P_{xy}(a)(V'(y) + M)]^p \right\}^{\frac{1}{p}},$$

and using the fact that $P$ is a stochastic matrix,

$$T_p(V)(x) \leq \left\{ \frac{1}{|A|} \sum_{a \in A} [r(x, a) + \gamma M + \gamma \sum_{y \in S} P_{xy}(a)V'(y)]^p \right\}^{\frac{1}{p}}. \quad (4)$$

By symmetry, it is also true that:

$$T_p(V')(x) \leq \left\{ \frac{1}{|A|} \sum_{a \in A} [r(x, a) + \gamma M + \gamma \sum_{y \in S} P_{xy}(a)V(y)]^p \right\}^{\frac{1}{p}}. \quad (5)$$

Using the boundedness of the generalized mean (Fact 5), Equations 4 and 5 imply that $\forall x \in S$, $T_p(V)(x) \leq T_p(V')(x) + \gamma M$, and that $T_p(V')(x) \leq T_p(V)(x) + \gamma M$. That proves Proposition 1(b).

**Theorem 1:** Under Assumptions 1 and 2, if the starting estimate $V_0 \in (\mathbb{R}^+)_{|S|}$, then $\forall p \geq 1$, the iteration $V_{t+1} = T_p(V_t)$ converges to a unique fixed point $V^*_p$.

**Proof:** Using Proposition 1(b) and the contraction mapping theorem, the iterative algorithm defined by Equation 3 converges to a unique fixed point.

**Corollary 1(a):** Let $V^*$ be the optimal value function. Then $\lim_{p \to \infty} V^*_p = V^*$.

**Proof:** Bertsekas and Tsitsiklis [3] show that the iteration $V_{t+1} = T(V_t)$, where the operator $T$ is as defined in Equation 2, converges to the optimal value function $V^*$. Therefore, $\lim_{p \to \infty} T_p = T \Rightarrow \lim_{p \to \infty} V^*_p = V^*$.

**Theorem 2:** $1 \leq p \leq q \Rightarrow V^*_p \leq V^*_q \leq V^*$.

**Proof:** Consider the iteration by iteration estimates for a parallel implementation of the two algorithms: $V_{p,t+1} = T_p(V_{p,t})$ and $V_{q,t+1} = T_q(V_{q,t})$, where the successive estimates have been subscripted with the additional symbols $p$ and $q$ in order to distinguish between the two algorithms. Assume that $V_{p,t} = V_{q,t} \leq V^*_p \leq V^*$, and $V_{p,t} = V_{q,t} \leq V^*_q \leq V^*$. 
\[ V_{p,t} = V_{q,t} \] by construction,
\[ V_{p,1} \leq V_{q,1} \] by Uniform Improvement (Fact 3); applied to each state,
\[ V_{p,2} \leq V_{q,2} \] by Monotonicity (Fact 4); applied to each state,
\[ \ldots \]
\[ V_{p,t} \leq V_{q,t} \] by Monotonicity (Fact 4); applied to each state.

We know that \( V_{p,\infty} = V_p^* \), and \( V_{q,\infty} = V_q^* \). As shown above, \( \exists V_0 \in (\mathbb{R}^+)^{|S|}, \) s.t. \( \forall t > 0, V_{p,t} \leq V_{q,t} < V^* \). By Theorem 1, we know that the fixed point is independent of \( V_0 \). Therefore, \( V_p^* \leq V_q^* \leq V^* \). \( \forall V_0 \in (\mathbb{R}^+)^{|S|} \).

**Corollary 2(a):** For any \( \epsilon > 0 \), \( \exists p \geq 1 \), such that \( \forall q > p, \|V_q^* - V^*\|_{\infty} < \epsilon \).

**Proof:** From Theorems 1 and 2 the sequence of vectors \( \{V_p^*\} \) are bounded and converge to \( V^* \). Corollary 2(a) is a property of bounded and convergent sequences.

Thus, the operator \( \{T_p\} \) defines a family of iterative approximation algorithms to the value iteration algorithm. As the parameter \( p \) is increased, the approximation to the optimal value function becomes uniformly better. However, the true measure of interest is not how closely the optimal value function is approximated, but how good is the greedy policy derived from the approximations.

### 3.2 How good are the approximations in policy space?

**Fact 9.** For any given finite action MDT, \( \exists \delta > 0 \), such that \( \forall \hat{V} \in (\mathbb{R}^+)^{|S|}, \) s.t. \( \|\hat{V} - V^*\|_{\infty} < \frac{\delta}{2} \), any policy that is greedy with respect to \( \hat{V} \) is optimal. See Appendix for proof.

Fact 9 implies that as long as the estimated value function is within \( \frac{\delta}{2} \) of the optimal value function, the policy derived from the approximation will be optimal. Define \( \Pi_p \) to be the set of stationary policies that are greedy with respect to \( V_p^* \). If \( \pi \in \Pi_p \), then \( \forall x \in S \), and \( \forall a \in A \), the immediate payoff for executing action \( \pi(x) \) summed with the expected discounted value of the next state is \( \geq \) that for any other action \( a \in A \), i.e.,:

\[
R(x, \pi(x)) + \gamma \sum_{y \in S} P_{xy}(\pi(x))V_p^*(y) \geq R(x, a) + \gamma \sum_{y \in S} P_{xy}(a)\hat{V}_p^*(y).
\]

Let \( \Pi^* \) be the set of stationary optimal policies. Define \( I_p = \Pi_p \cap \Pi^* \).

**Theorem 3:** For any finite MDT, \( \exists p \), where \( 1 \leq p < \infty \), s.t. \( \forall q > p, \Pi_q \subseteq \Pi^* \).

**Proof:** Follows directly from Corollary 2(a) and Fact 9.
Theorem 3 implies that in practice there is no need for $p \uparrow \infty$ for the algorithm defined by $T_p$ to yield optimal policies.

4 Discussion

DP-based learning algorithms defined using the max operator update the value of a state based on the estimate derived from the “best” action from that state. Algorithms based on the generalized mean, on the other hand, update the value of a state using some non-linearly weighted average of the estimates derived from all the actions available in that state. Thus, the latter will assign higher values to states that have many good actions over states that have just one good action, and conversely will also penalize states for having any really bad action at all. This may be advantageous for many tasks where there is a great deal of uncertainty. Learning algorithms that increase the index $p$ as more information accrues can smoothly interpolate between considering the estimates from all the actions to considering the estimate from the best action alone.

Another advantage of using the operator $T_p$ instead of $T$ is that unlike $T$, $T_p$ is differentiable, which makes it possible to compute the following derivative for neighboring states $x$ and $y$:

$$
\frac{\partial V(x)}{\partial V(y)} = \frac{\gamma}{|A|} \sum_{a \in A} \left\{ \left[ \frac{r(x,a) + \sum_{y' \in S} P_{xy}(a)V(y')}{V(x)} \right]^{p-1} \sum_{z \in S} P_{xz}(a) \frac{\partial V(z)}{\partial V(y)} \right\}.
$$

(6)

Note that one can use the chain rule to compute the above derivatives for states that are not neighbors in the state graph of the MDT in much the same way as the backpropagation [9] algorithm for multi-layer connectionist networks. Being able to compute derivatives allows sensitivity analysis and may lead to some new ways of addressing the difficult exploration versus control issue [10] in optimal control tasks. Indeed, the motivation for Rivest’s work [8], which inspired this paper, was to use sensitivity analysis to address the analogous exploration issue in game tree search. Note that derivatives of the values of states with respect to the transition probabilities and the immediate payoffs can also be derived.

While the algorithms developed in this paper are restricted to discrete MDTs, similar algorithms can be derived for the continuous case by using the integral form of the generalized mean:

$$
T_p(V)(x) = \left[ \int_{a \in A} \rho(a) \left[ r(x,a) + \gamma \int_{y \in S} P_{xy}(a)V(y)dy \right]^p da \right]^{\frac{1}{p}},
$$

where $\int_{a \in A} \rho(a) da = 1$ is a weighting function analogous to the $\frac{1}{|A|}$ in the discrete (see Equation 3) version. It is conjectured that convergence results similar to the ones derived for the discrete case can be derived for continuous state MDTs.
As discussed by Rivest [8], other forms of generalized means exist, e.g., for any continuous monotone increasing function, \( f \), we can consider mean values of the form \( f^{-1}\left(\frac{1}{n} \sum_{i=1}^{n} f(a_i)\right) \). In particular, the exponential function can be used to derive an interesting alternative sequence of operators, \( H_\lambda = \frac{\ln(\phi \sum_{i=1}^{n} e^{\lambda a_i})}{\lambda} \), where \( \lambda > 0 \). As the parameter \( \lambda \) is increased in value the approximation to the max gets strictly better. Using \( H_\lambda \), a family of alternative iterative fixed point algorithms can be defined: \( V_{i+1} = H_\lambda(V_i) \). An advantage of using \( H_\lambda \) is that it requires less computation than the operator \( T_p \). The operator \( H_\lambda \) is similar in spirit to the “soft-max” function used by Jacobs et al. [6] and may provide a probabilistic framework for action selection in DP-based algorithms.

5 Conclusion

Several researchers are investigating the advantages of combining nonlinear neural network based function approximation methods and traditional adaptive control techniques (e.g., [7, 4]). The algorithms presented in this paper have the dual advantages of leading to more robust solutions and of employing a differentiable backup operator. It is hoped that these changes will pave the way for further progress in adapting DP algorithms and nonlinear neural network techniques for learning to solve optimal control tasks.

Appendix

Proof for Fact 5:

It is known that if \( p \geq 1 \), \( [\sum_{i=1}^{n}(a_i + \Delta_i)^p]^{\frac{1}{p}} \leq [\sum_{i=1}^{n}(a_i)^p]^{\frac{1}{p}} + [\sum_{i=1}^{n}(\Delta_i)^p]^{\frac{1}{p}} \). Thus,

\[
\left[\frac{1}{n} \sum_{i=1}^{n} (a_i)^p\right]^{\frac{1}{p}} = \left[\frac{1}{n} \sum_{i=1}^{n} (a_i)^p\right]^{\frac{1}{p}} \\
\leq \frac{1}{n} \left[\sum_{i=1}^{n} (a_i' + M)^p\right]^{\frac{1}{p}} \\
\leq \frac{1}{n} \left[\sum_{i=1}^{n} (a_i')^p\right]^{\frac{1}{p}} + \frac{1}{n} \left[\sum_{i=1}^{n} (M)^p\right]^{\frac{1}{p}} \\
= A'_p + M
\]

Thus \( A_p \leq A'_p + M \), and by symmetry, \( A'_p \leq A_p + M \). Therefore, \( |A_p - A'_p| \leq M \).
Proof for Fact 9:

∀x ∈ S, let A - {π*(x)} be the set of non-optimal actions available in state x. If A - {π*(x)} ∩ 0, then

\[ m(x) = \min_{a ∈ A - {π*(x)}} [ (R(x, π*(x)) + \gamma \sum_{y ∈ S} P_{xy}(π*(x))V^*(y) ) - (R(x, a) + \gamma \sum_{y ∈ S} P_{xy}(a)V^*(y) ) ] \]

else, \( m(x) = \infty \). Let \( δ = \min_{a ∈ S} \{ m(x) \} \). Note that \( δ = 0 \) only if all actions are optimal in every state; in such a case, \( δ \) can be set to any non-zero value. Clearly, by perturbing the optimal value function by less than \( \frac{δ}{2} \), the greedy action in any state will still be optimal.

Differentiable Approximations to Q-learning

Q-learning [11] is a DP-based algorithm that estimates Q-values, Q(x, a) that are defined via the following equations:

\[ Q(x, a) = r(x, a) + \gamma \sum_{y ∈ S} P_{xy}(a) [ \max_{a' ∈ A} Q(y, a') ] \]

Thus, Q-values associate scalars to state-action pairs instead of just the states. Given the Q-values the optimal value function is easily defined as \( V^*(x) = \max_{a ∈ A} Q(x, a) \). Q-learning is an asynchronous iterative improvement algorithm:

\[ Q_{t+1}(x, a) = (1 - α_t(x, a))Q_{t}(x, a) + α_t(x, a)[ r(x, a) + γ \max_{a' ∈ A} Q(y, a') ] \]

where \( y \) is a sampled next state chosen with probability \( P_{xy}(a) \). Note that Q-learning does require knowledge of the state transition probabilities P to learn the Q-values. Generalized means of order p can be used to define Q-values without using the non-differentiable max operator:

\[ Q(x, a) = r(x, a) + \gamma \sum_{y ∈ S} P_{xy}(a) \left[ \frac{1}{|A|} \sum_{a' ∈ A} Q(y, a') \right]^\frac{1}{p} \]

The corresponding learning algorithm is:

\[ Q_{t+1}(x, a) = (1 - α_t(x, a))Q_{t}(x, a) + α_t(x, a)[ r(x, a) + γ \left[ \frac{1}{|A|} \sum_{a' ∈ A} Q(y, a')^p \right]^\frac{1}{p} ] \]
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