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Abstract— This study examines the random waypoint
model widely used in simulating mobile ad hoc networking
research. Our findings show that this model fails to pro-
vide a “steady state” in that the average nodal speed con-
sistently decreases over time, and therefore should not be
directly used for simulation. We show how unreliable and
misleading results can be obtained by using this model. In
particular certain ad hoc routing metrics can drop by as
much as 40% over the course of a 900-second simulation
using the random waypoint model. We give both an intu-
itive and a formal explanation as to the reason behind this
phenomenon. We also propose a simple fix of the problem
and discuss a few alternatives. Our modified random way-
point model is able to reach a steady state and simulation
results are presented.
Methods Keywords: simulation, statistics.

Index Terms—random waypoint model, mobility, ad hoc
routing.

I. I NTRODUCTION

Mobile systems are characterized by themovementof
their constituents. The nature of movement—its speed,
direction, and rate of change—can have a dramatic effect
on protocols and systems designed to support mobility.
Unfortunately, movement in the physical world is often
unrepeatable. Live use of a mobile system can provide
meaningful insight, but cannot form the sole basis of ex-
perimental evaluation.

Instead, the mobile computing community has turned to
simulatingthe movement of nodes and users. Of course,
one must derive a model of movement to drive such a sim-
ulation. By far the most common of these is therandom
waypointmodel. This model was first used by Johnson
and Maltz in the evaluation of Dynamic Source Routing
(DSR) [1], and was later refined by the same research
group [2]. The refined version has become thede facto
standard in mobile computing research. For example, ten
papers in ACM MobiHoc 2002 considered node mobility,
and nine of them used the random waypoint model.

In this model, nodes in a large “room” choose some
destination, and move there at a random speed chosen

from (0, Vmax], whereVmax is themaximum speedof the
simulation. Often, the model will be described as hav-
ing an average speed ofVmax

2 . This model is expected
to maintain this average speed as simulation progresses,
and simulation results are almost always in the form of
an average over a period of time. Such averages only
make sense if the simulation reaches a steady state. Un-
fortunately, this is not the case. The fact is that as simu-
lated time progresses, the collection of nodes moves more
slowly; more and more nodes become “stuck” travelling
long distances at low speeds. Thus the model fails to pro-
vide a steady state in terms of average speed. The over-
heads and performance of mobile systems usually depend
strongly on node mobility. In light of this, random way-
point can generate misleading or incorrect results. In par-
ticular, time-average results change drastically over time;
the longer we run the simulation, the further results devi-
ate.

This paper presents an analysis of a generalized random
waypoint model that predicts the average speed of nodes
in the simulation. This analysis closely matches the actual
model. There are many ways to correct the model. One
simple way is to limit the minimum speed, as well as the
maximum. The paper compares this simple improvement
to the original model, and demonstrates its marked im-
provement in stability over the course of the simulation.
We also explore the impact of instability on two ad hoc
routing protocols, DSR [1], [2] and AODV [3], [4]. Either
protocol can produce better packet delivery rates and de-
lays, depending on the average speed of the nodes during
simulation.

The results presented in this paper highlight our belief
that simulation studies should be done with great cau-
tion. Since certain assumptions associated with a simu-
lation model is “hidden”, it requires careful examination
to ensure that a simulation model is actually doing what
we believe it is doing. This work does not propose a mo-
bility model to more accurately reproduce real movement.
Rather, we present a simple modification to random way-
point to produce more stable movement patterns suited for
simulation studies.
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The rest of the paper is organized as follows. In Sec-
tion II we describe in detail the observed problem with the
random waypoint model via an intuitive explanation and
a formal analysis. Section III provides a simple improve-
ment to the original model and presents simulation results.
Discussion on alternative solutions and related works are
given in Section IV. Section V concludes the paper.

II. A N IN-DEPTH LOOK INTO THE RANDOM

WAYPOINT MODEL

A. The problem and an intuitive explanation

The performance measures of ad hoc routing protocols
are directly affected by the underlying mobility model
used. One of the most important parameters of a mo-
bility model is the node speed, either in the form of a
constant value or in the form of a set of values that de-
termine a certain distribution [2], [4], [5], [6], [7]. Users
should be able to adjust this parameter in order to compare
the performance of routing protocols under different nodal
speed. In doing so, a mobility model is naturally expected
to reach a certainequilibriumwhere the instantaneous av-
erage node speed is stablized around a constant. In the
random waypoint model, this average is often believed to
be half of the maximum speed — simply because node
speeds are chosen from a uniform distribution(0, Vmax]
— or some value between0 andVmax if we consider pos-
itive pause time. Moreover, this average is believed to be
reached at the onset of the simulation. Based on such ex-
pectations, simulation studies often include comparisons
between varying values ofVmax. For each value ofVmax,
simulation results (e.g., routing overhead, packet delivery
ratio, etc.) are often in the form of averages over a period
of time (e.g., 900 seconds used by studies in [2], [4]).

But are these expectations really justified? Let’s for-
mally define theinstantaneous average nodal speedof
mobility scenarios generated by the random waypoint
model in the following way:

v̄(t) =
∑N

i=1 vi(t)
N

whereN is the total (fixed) number of nodes in the sce-
nario, andvi(t) is the speed of theith node at timet. Us-
ing this definition, an example generated by the random
waypoint model with maximum speed of 20(m/s) and zero
pause time is plotted in Fig 1. This is the average over 30
different scenarios and the average speed is calculated ev-
ery second.

We see that the instantaneous average speed is con-
sistently decreasing. As we will show in the next sub-
section, this average under the random waypoint model
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Fig. 1. Average speed decay (speed=(0, 20], pause=0)

would eventually approach zero! We can easily imagine
how erroneous and misleading results can be obtained if
we use this model to evaluate the performance of ad hoc
routing protocols. We will show specific instances in Sec-
tion III.

An intuitive explanation for this is as follows. The ran-
dom waypoint model chooses a destination and a speed
for a node at random, and the node will keep moving at
that speed until it reaches the destination. Given such, a
node with a slow speed and a far-away destination may
take a long time to finish the trip or may never reach the
destination within simulation time.1 If they do reach the
destination they will be assigned another possibly higher
random speed, but nodes like this can be “trapped” to
these slow journeys for significant amount of time and
therefore dominate the average nodal speed. As the sim-
ulation time goes on, on average more and more nodes
will be trapped to slower trips, thus causing the speed de-
cay observed in Fig 1. Note that running the simulation
longer only cause the average to reduce even more. Be-
fore we move on to present our fix for this problem, it
helps to take a closer look at the probabilistic reasons be-
hind this problem in a more formal way, which we discuss
in the next subsection.

B. A formal analysis of the problem

Here we reiterate the procedure of the random way-
point model. We first choose a rectangular area of size
Xmax×Ymax, and the total number of nodesN in the area.
We then choose a random initial location(x, y) for each
node, wherex andy are both uniformly distributed over
[0, Xmax] and[0, Ymax], respectively. Every node is then
assigned a destination(x

′
, y

′
), also uniformly distributed

over the two-dimensional area, and a speedv, which is

1For example, using an area of1500m× 500m, and speed range of
(0, 20](m/s), if a destination is chosen 1000m away and the speed is
chosen to be 0.1m/s, then the travel time would be 10000 seconds.
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uniformly distributed over(0, Vmax].2 Vmax is the user-
assigned maximum allowed speed. A node will then start
travelling toward the destination on a straight line at the
chosen speedv. Upon reaching the destination(x

′
, y

′
),

the node stays there for a specific pause time.3 Upon ex-
piration of the pause time, the next destination and speed
are again chosen in the same way and the process repeats
until the simulation ends.

For simplicity and clarity of our illustration, we will
analyze a modified or generalized version of the above
model with the following assumptions. We note that our
conclusion remains true for the original random waypoint
model, but the simplifying assumptions help to isolate and
emphasize the key reasons behind the diminishing average
nodal speed.

(A1) Instead of confining the nodal movement to a
rectangular area ofXmax × Ymax, we will as-
sume that nodes move in an unlimited, arbitrar-
ily large area. Given the current location of a
node, the destination is chosen uniformly from
a circle of radiusRmax centered at the current
node location. The rationale behind this as-
sumption is that it allows us to easily derive the
distribution of travel distances. In the original
model the travel distance is dependent on the
node location due to the limited movement area.
We emphasize again that this assumption only
helps simplify the analysis but does not change
the ultimate conclusion.4

0 100 200 300 400 500 600 700 800 900
0

2

4

6

8

10

12

Simulation Time (sec)

In
st

an
ta

ne
ou

s 
Av

er
ag

e 
Sp

ee
d 

(m
/s

)

Pause time = 30 sec 
Pause time = 120 sec

Fig. 2. Average speed decay with various pause time (speed=(0, 20])

2Note that it is also often presented as a uniform distribution over
[0, Vmax]. However in actual simulation, e.g., thesetdest mobil-
ity generation utility in ns-2 [8], zero is always eliminated to avoid
division by zero.

3In some literatures, random amount of pause time with uniform or
exponential distribution is used.

4The boundary effect of the current random waypoint model has be
studied in [6], [7], [9]. However, with or without boundary does not
fundamentally affect our analysis here.

(A2) We assume that all pause times are zero. Again
this assumption is made because the pause time
is not key to the speed decay, and thus eliminat-
ing it simplifies the analysis. Fig.2 shows how
the average node speed decays with non-zero
pause times. Even though longer pause times
lead to fluctuations in the beginning, such effect
is gradually reduced and the average node speed
(or the envelope of the fluctuation) still quickly
decays as time progresses.

(A3) We assume that for each travel the node speed is
chosen uniformly from the interval[Vmin, Vmax]
instead of(0, Vmax], whereVmin > 0. This is
because the latter is a limiting case of the for-
mer, and thus can be easily derived from results
obtained for the former. By this assumption we
also imply that the user can specify both the
minimumandmaximumallowed speed. Given
this assumption the probability density function
(pdf) of the nodal speedV is

fV (v) =
1

Vmax − Vmin
, Vmin ≤ v ≤ Vmax.

Note that the choice of speed and the choice of
destination (therefore travel distance) are mutu-
ally independent.

Then after some derivation we can obtain the pdfs and
expectations for the travel distance and the travel time
summarized as follows (see the Appendix for details).

1) The pdf of the travel distanceD is

fD(d) =
2d

R2
max

, 0 ≤ d ≤ Rmax

and the expected travel distance isE[D] = 2
3Rmax.

2) The pdf of the travel timeT (note that as a random
variable,T = D

V ) is

fT (t) =





2(V 2
max+V 2

min+VmaxVmin)

3R2
max

· t 0 ≤ t ≤ Rmax
Vmax

2Rmax
3(Vmax−Vmin) · 1

t2
− Rmax

Vmax
≤ t ≤ Rmax

Vmin

2V 3
min

3R2
max(Vmax−Vmin)

· t
0 t ≥ Rmax

Vmin

and the expected travel time is

E[T ] =
2Rmax

3(Vmax − Vmin)
ln

(
Vmax

Vmin

)
. (1)

This pdf is shown in Fig. 3.
3) Given the above results, we can compute the time

average of the speed for a given node,V̄ , as follows,
assuming the instantaneous node speed ofv(s) at
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Fig. 3. The pdf of travel timeT

time s (note that since each node moves indepen-
dently, it suffices to consider a single node):

V̄ = lim
S−→∞

1
S

∫

0
Sv(s)ds

= lim
S−→∞

∑
k=1 K(S)dk∑
k=1 K(S)tk

= lim
S−→∞

1
K(S) ·

∑
k=1 K(S)dk

1
K(S)

∑
k=1 K(S)tk

=
E[D]
E[T ]

=
Vmax − Vmin

ln
(

Vmax
Vmin

) . (2)

HereK(S) is the total number of trips taken within
time S, including the last one that may be incom-
plete.dk andtk are the travel distance and the travel
time of thekth trip, respectively. The first equality
in (2) follows from the assumption that ensemble
averages equal time averages.

From the distributionfT (t), we see that asVmin ap-
proaches 0, the tail distribution offT (t) decays approxi-
mately according tok

t2
ast −→ ∞. Indeed ifVmin = 0

thenT has a heavy tailed distribution [10] sincefT (t) be-
comes2Rmax

3Vmax

1
t2

. Similarly, from Equation (1),E[T ] −→
∞ asVmin −→ 0, and from (2)V̄ −→ 0 asVmin −→ 0.
In other words, this means that as the minimum speed
approaches zero, the travel time has a higher and higher
probability density of being very large, with an expected
travel time approaching infinity. At the same time, the
expected node speed approaches zero over time.5

5One can easily check using standard methods that if we take two
uniformly distributed nonnegative continuous random variables (X1

andX2, respectively) and take a third random variable (X3) to be the
ratio of the first two (X3 = X1/X2), then if the denominator ran-
dom variable (X2) is defined over an interval containing the origin,
X3 would indeed be heavy-tail distributed.

Comparing the average speedV̄ to the initial average
speed̄Vinit defined asVmax+Vmin

2 and settingx = Vmax
Vmin

>
1, we have

V̄

V̄init
=

Vmax−Vmin

ln Vmax
Vmin

Vmax+Vmin
2

=
2(Vmax

Vmin
− 1)

(Vmax
Vmin

+ 1) ln(Vmax
Vmin

)

=
2(x− 1)

(x + 1) lnx
= g(x)

Note thatg
′
(x) < 0 (x > 1), limx−→1 g(x) = 1 and

limx−→∞ g(x) = 0. Therefore

V̄ ≤ V̄init (equality holds whenVmax = Vmin).

This means that the average nodal speed over time is
always less than the initial average speed, unless the speed
is constant. This also means that there will always be a
period of speed decay at the beginning of the simulation
until the average speed settles aroundV̄ . The distinction is
that if Vmin takes a positive value, then the average speed
eventually stablizes to a positivēV , whereas ifVmin = 0
then the average speed will continue to decrease as time
goes on. Even whenVmin is positive, it may take a long
time before the average node speed stablizes ifVmin is
very small. In general, the smallerVmin, the longer the
decay period.

The analysis and discussions in this section suggest two
things:

1) In order to reach a positive average speed, one so-
lution is to specify a positive minimum speed for
the mobility model, and this minimum speed can-
not be too close to zero because it is desirable for
any simulation model to reach stability as soon as
possible. Subsequently, for simulation comparison
purposes, the average nodal speed has to be care-
fully calculated rather than taking the simple aver-
age of maximum and minimum speed values. Table
I shows a list of various speed range and the cor-
responding speed averages.V̄init is the initial av-
erage speed, taken as the median of minimum and
maximum speed.̄V (Eq.2) is the steady-state aver-
age speed calculated by Eq. (2) following assump-
tions (A1)-(A3). V̄ (simulation) is the time average
speed of 50 nodes for 1000 seconds after the first
500 second warm-up. Simulation results are aver-
aged over 10 different scenarios generated by the
random waypoint model in 1500m× 500m area
with the modification of positive minimum speed.
σ is the standard deviation. As shown in Table I, all
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simulated average speeds except in the case ofVmin

= 0 are very close to our analysis despite of our as-
sumptions(A1)-(A3). Therefore this estimate can
be used in simulation studies to quantify the average
nodal speed. In the case ofVmin = 0, the average
speed decayed from̄Vinit but did not converge yet
to the expected average speed which is zero. Simu-
lation for longer time shows that the average speed
of the speed range(0, 20] keeps decaying. For ex-
ample, over 10 scenarios, the average speed was
4.07(m/s) (σ = 0.48) att = 1000 seconds, 3.16(m/s)
(σ = 0.61) att = 5000 seconds, and 2.85(m/s) (σ
= 0.51) att = 10000 seconds. It decays slowly but
consistently.

2) It is a common practice in the traditional simula-
tion community to “warm-up” a simulation (also
known asinitial data deletion) aimed at eliminat-
ing the effect of the transient part by discarding
the data from the initial period of a certain length.
This is usually done to ensure that the system be-
ing simulated has entered steady state. As shown
in Table I, the average node speed quickly de-
cays from the initial average speed̄Vinit and con-
verges to the expected steady-state average speed
V̄ (sim) with reasonably small standard deviations
after some amount of warm-up. The discussion
here provides another reason why a simulation us-
ing such mobility models needs to be warmed-up
so that the average nodal speed converges. The ac-
tual amount to be discarded in this particular case
depends on the minimum speed.

III. I MPROVED MODELS AND SIMULATION

In this section we propose a simple method to modify
the random waypoint model so that the mobility scenario
reaches a steady state in terms of node speed after a quick
warm-up period. We further illustrate the significance of
this improvement by comparing simulation results gener-
ated by this modified model to that generated by the orig-
inal random waypoint model. We present results for both
DSR and AODV over a range of commonly accepted per-
formance metrics. We show that the modified model pro-
vides more reliable time-average measures, and that the
original model can generate misleading results.

A. Improvement

There are many solutions to the average speed decay
problem. Here we suggest one of the simplest improve-
ments to mitigate the decay of average node speed and
leave the discussion on alternative methods to the next
section.

TABLE I
V̄init, V̄ (BY EQ.(2) AND SIMULATION ) OF VARIOUS SPEED RANGE

(unit : m/s)

Speed range V init V (Eq.2) V (sim)
(0,20] 10 0 4.23 (σ=0.27)
[1,19] 10 6.11 6.17 (0.19)
[2,18] 10 7.28 7.33 (0.19)
[3,17] 10 8.07 8.00 (0.21)
[4,16] 10 8.66 8.70 (0.14)
[5,15] 10 9.10 9.09 (0.12)
[6,14] 10 9.44 9.45 (0.09)
[7,13] 10 9.69 9.69 (0.08)
[8,12] 10 9.87 9.87 (0.05)
[9,11] 10 9.97 9.97 (0.02)

Speed range V init V (Eq.2) V (sim)
[1,21] 11 6.57 6.49 (σ=0.22)
[2,22] 12 8.34 8.42 (0.28)
[3,23] 13 9.82 9.80 (0.25)
[4,24] 14 11.16 11.24 (0.22)
[5,25] 15 12.43 12.50 (0.27)
[6,26] 16 13.64 13.70 (0.25)
[7,27] 17 14.82 14.83 (0.22)
[8,28] 18 15.96 16.03 (0.29)
[9,29] 19 17.09 17.23 (0.25)
[10,30] 20 18.20 18.27 (0.27)

Our analysis in section II suggests that one solution is to
set a non-zero minimum speed. As shown in Table I, the
average speed increases proportional to the logarithmic
scale which is implied by Eq.(2). General case of speed
range(0, 20] results in zero average speed whereas speed
range[1, 19] leads to 6.11(m/s). Our study shows that this
improvement makes the simulation results quickly con-
verge to the constant and stable level after a certain length
of warm-up period. Let us define “settling time” as the
time to approach within 10% of the steady-state average
speed. Then the settling time of scenarios[0, 20] is al-
most impossibleto measure due to the continuous speed
decay from 10(m/s) to zero. Note that the initial median
speed of both speed ranges is 10. On the contrary, our
scenarios of[1, 19] settle down after only 142 seconds,
which can be considered as within a warm-up period dur-
ing 900-second simulation. This can guarantee the fair-
ness of performance comparison regardless of the simu-
lation time elapsed. Next we show simulations based on
this solution.
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B. Simulation Environment

To maintain consistency with other research results, we
employed thens-2 simulator [8], using the same node
movement (each scenario 900 seconds long) and traffic
data as in the previous work on performance comparison
by Broch et al. [2] as well as our own. In the case of
positive minimum speed such as a speed range[1, 19], we
generated mobility data using a simple modified version
of setdest [8]. In these scenarios, 50 nodes move in a
1500m× 300m rectangular area at uniformly distributed
speeds. Sincepause timedoes not have a significant ef-
fect on our analysis, we set the pause time to zero in all
scenarios. For each set of parameters, we ran 30 differ-
ent scenarios.6 The scenarios in [2] we used have a speed
range(0, 20] for 900-second simulation runtime. Our sce-
narios consist of various range of speed including(0, 20].
As traffic data, we also chose the same constant bit rate
(CBR) scenario as in [2]. Unlike the previous compar-
isons by Broch et al. [2] and by Perkins et al. [4] with var-
ious number of sources and bit rates, we only used CBR
scenarios of 30 sources and each source node transmits
data of 64 bytes per packet at a rate of 4 packets per sec-
ond. It is also very important to note that the presentations
of our results are all in terms oftime rather thanpause
timewhich all previous works used as a changing factor.
In other words,one curveof our results corresponds to
one pointof the previous works [2], [4].

C. Metrics

To compare our work to the results in the previous
works of performance comparison [2], [4], we adopted
the following metrics. As mentioned earlier, we calcu-
late these metrics every 100 seconds – e.g., we get 9 data
points for a simulation of 900 seconds – so that we can
observe changes in the measures in addition to the single
average over the entire simulation duration.

• Average node speed: The average speed of all nodes
is calculated every 100 seconds using Eq.(1). The
average node speed is a major factor in our analysis,
since how it is changing with respect totimeaffects
other metrics.

• The number of routing overhead packets: This in-
cludes all packets generated by a routing protocol
to discover or maintain routes. Each hop taken by
a packet is counted separately. So a packet that tra-
verses four hops counts as four overhead packets. All
our simulation results in scenarios with speed range

6There are only 10 scenarios of a speed range(0, 20] and pause time
0 in [2]. To obtain more general results, we generated 20 more scenar-
ios and averaged all 30 scenarios.

(0, 20] and 900 seconds runtime agree (as a single
total time average) with that by Broch et al. in [2].

• Routing overhead packets in bytes: This metric is the
same as the previous one except for the different unit
of metric, which is in bytes rather than the number
of packets. For example, a 100-byte packet that tra-
verses four hops counts as 400 bytes.

• The number of dropped data packets: Due to an error
in the physical layer or upper layers, some of trans-
mitted data packets cannot be delivered to a destina-
tion node. In this case, a router between a source and
a destination discards the packet, and it is counted
as one dropped data packet. In our simulation, when
averaged every 100-second interval, the number of
the transmitted data packets during the interval is in
general equal to or a little less than the sum of the
received data packets and the dropped packets, since
some of packets are still in the middle of network.

• Data packet delay: Packet delay is the time elapsed
for a data packet to be transmitted from a source node
to a destination node. It is calculated only when a
packet is successfully delivered to a destination node.
This metric is also counted every 100 seconds and
averaged over all packets counted.

D. Simulation Results
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Fig. 4. Average Node Speed in 900-second Simulation

Fig.4 demonstrates how the average node speed
changes during the 900-second simulation as time goes
on. As shown in Table I in section II, the average node
speed in[1, 19] scenarios rapidly converges to the ex-
pected average speed 6.11(m/s) and stablizes at that level,
whereas the average node speed in(0, 20] scenarios con-
tinuously decreases. Since node speed directly affects the
performance comparison of ad hoc routing protocols, the
decayingaverage node speed during a simulation will re-
sult in varying performance measures over time within the
same simulation. If we only look at the time average over



7

total simulation runtime, simulation duration becomes a
dominating factors affecting the comparison results.

Our simulation results for DSR and AODV from the
900-second scenarios (as in [2], [4]) with speed range
(0, 20] and zero pause time, along with results from 900-
second scenarios with speed range[1, 19] are shown in
Fig.5. We make the following observations.

Firstly, in all four metrics, the performance measures
resulted from a speed range[1, 19] were stablized after an
initial warm-up period. On the other hand, all the perfor-
mance measures resulted from speed range(0, 20] contin-
uously decrease as the simulation time progresses, partic-
ularly obvious in routing overhead (Fig.5(a) and (b)) and
number of dropped packets (Fig.5(c)).

Secondly, in Fig.5(c) after 300 seconds, the difference
between DSR and AODV stays relatively constant un-
der speed range[1, 19], while speed range(0, 20] pro-
duces two curves that gradually move closer together and
even cross each other at some point due to the reduced
speed. On the contrary to Fig.5(c), the performance of
DSR and AODV are nearly indistinguishable underboth
speed range[1, 19] and(0, 20] in Fig.5(d).

These observations raise questions on the performance
comparison of routing protocols since (1) the performance
of routing protocols vary depending on the speed range
and (2) the speed range (or the instantaneous speed) dras-
tically and consistently decays even during the same sim-
ulation. This implies that the performance measures are
more closely related to theinstantaneousaverage node
speed rather than themaximumnode speed here losing
its significance for the performance comparison. Thus,
it motivates us to further reveal the relationship between
the observed metrics and the instantaneous average node
speed.

Fig.6 shows how the metrics of DSR and AODV change
as the instantaneous average node speed varies. To ob-
tain various instantaneous average node speeds7, differ-
ent maximum speeds (1, 5, 10, 15, 20, 25 and 30(m/s))8

were applied with a minimum speed zero. Each maximum
speed were used to generate 10 scenarios, so total 70 dif-
ferent scenarios of simulations were executed. Each point
in the Fig.6 corresponds to the average over 10 different

7The metric values of an ad hoc routing protocol are directly re-
lated to theinstantaneousnode speed rather than themaximumspeed.
Consequently the metric change in terms of the instantaneous average
node speed should be auniqueproperty of a specific ad hoc routing
protocol, and thus can be used to fairly compare the performance of
different routing protocols.

8Note that maximum speeds of 25 or 30(m/s) were seldom consid-
ered in simulation studies probably because they are considered too
high for mobile networking systems (roughly correspond to 57 and
66 mph). However, they are used here to generate a wider range of
instantaneous average node speed.
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Fig. 6. Performance Metric vs. Instantaneous Average Node Speed

scenarios of a specific maximum speed. It can be viewed
as plotting Fig.4 (average speed vs. simulation time) and
Fig.5 (measures vs. simulation time) together in one plot
(measures vs. average speed). As shown in Fig.5, it seems
reasonable to discard the first 300 seconds as a warm-up
period. Therefore, the data before 300 seconds were ex-
cluded in obtaining the results shown in Fig.6. All lines in
Fig.6 fit the data in a least-squares sense, i.e., minimizing
the sum of squared error.

As shown in Fig.6(a) and (b), the routing overhead of
DSR and AODV increases linearly as the instantaneous
average speed increases. This implies that the ratio of
routing overhead between DSR and AODV stays roughly
constant even though the actual values of the metric de-
crease as average speed decreases, which confirms our ob-
servation from Fig.5(a) and (b).

Fig.6(c) is consistent with the results in Fig.5(c). As
shown in Fig.4, after 300 seconds the instantaneous av-
erage node speed of scenarios[1, 19] remainsconstantat
6.1(m/s) . In Fig.6(c), the difference between DSR and
AODV at a speed of 6.1(m/s) is about 40. Therefore, the
gap between DSR and AODV with speed range[1, 19] in
Fig.5(c) is constantly maintained as 40, since the average
speed isstablizedat around 6.1(m/s).

At the same time, Fig.6(c) also shows that the dif-
ference between DSR and AODV becomes smaller and
smaller as the speed decreases. Below around 2 (m/s) the
difference is almost negligible, indicating that DSR and
AODV show almost the same performance in terms of the
dropped data packet (or equivalently packet delivery ra-
tio) at low speeds. This is why the graphs of speed range
[0, 20] in Fig.5(c) seem to converge as time progresses. If
the average speed further decreases (i.e., longer simula-
tion duration), the two graphs would finally converge to
make them indistinguishable.

In Fig.6(d), there is little difference between DSR and
AODV over almost all speed range. This implies that the
performance of DSR and AODV in terms of the packet de-
lay is roughly the same. However, note that the data points
of DSR seem more deviated from the fitted line than that
of AODV. We thus applied a higher order curve to fit the
data. A nonlinear fit for data in Fig.6(a)-(c) showed al-
most no difference from the linear fit, whereas a nonlinear
fit for data in Fig.6(d) was slightly different.

Fig.7 is a 3rd order curve fit for the same data shown in
Fig.6(d). A distinct feature is that the two performance
curves cross twice – at roughly 6.1(m/s) and 1.5(m/s),
respectively – within the range of instantaneous average
node speed we examined. DSR shows a higher packet de-
lay at relatively higher speeds, and AODV higher at the
intermediate speeds and the two almost the same at low
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Fig. 7. 3rd Order Curve Fit in Fig.6(d)

speeds. Note the gap in packet delay of DSR and AODV
shown in Fig.5(d) with speed range[1, 19] is almost negli-
gible since there is no difference between them at a speed
6.1(m/s) in Fig.7.

IV. D ISCUSSION

A. Alternative Improvements

As mentioned before, there could be many potential so-
lutions to avoid the speed decay as time progresses. In the
last section we suggested one of the simplest methods by
setting a positive minimum speed. Some other improve-
ments can be derived by considering the reason behind
speed decay. Slow-moving nodes cause the decay of aver-
age node speed and maintain low speed for relatively long
times until it reaches the destination. To solve this prob-
lem, we can adopt a strategy analogous to the real life:
increase the speed if a destination is far away, and reduce
the speed when the destination is near. For example, when
a destinationr and a speedv are chosen and the expected
travel timet = r

v exceeds a pre-set thresholdThresh,
we can reassign the maximum speed to this node. More
generally, one may choose to define the (joint) probabil-
ity distributions of travel distance and the node speed so
that the speed is correlated with the destination (distance).
Alternatively, since there is only two degrees of freedom
(between distance, speed and travel time), one may choose
to define a proper distribution for the travel time – one that
has finite support – instead of the travel speed.

B. Related Work

Ad hoc network routing protocols have been both ex-
tensively and intensively studied in the past few years.
The random waypoint model is often used to evaluate the
performance of a particular routing protocol.

Broch et al. [2] used the random waypoint model to
compare the performance of DSDV, TORA, DSR, and

AODV. They chose packet delivery ratio, routing over-
head and path optimality as metrics to compare. However,
all metrics were reported as time averages over 900 sec-
onds, varying only pause time from experiment to exper-
iment. As we have shown, instantaneous values of these
metrics change – some dramatically – over the course of
such a simulation.

Perkins et al. [4] performed a similar comparison of
DSR and AODV with random waypoint model. They
compared the performance observing different metrics
such as average packet delay and normalized routing load.
However, results were again represented as averages over
time.

A recent paper by Perkins, Hughes and Owen [5] shows
that node speed, pause time, network size and the number
of sources can affect the performance of routing proto-
cols. Surprisingly, node speed is a significant factor, while
pause time is not. They used random waypont model but
employed Global Mobile System Simulator (GloMoSim)
rather thanns-2. Again, only time averages were re-
ported. In addition, they only ran simulations for 200 sec-
onds, which is not enough to get past the warm-up period
needed.

The Random Waypoint model has also been quite ex-
tensively studied. Bettstetter [9] showed by simulation
that the random waypoint model does not have a uniform
distribution of nodes. Chu and Nikolaidis [6] mathemat-
ically showed and confirmed by simulation the same ob-
servation. In addition, they showed that there is a rela-
tionship between the node distribution and node speed. It
was argued that this is partly due to the boundary effect.
It was further shown that with different node speed, the
mobility scenario poses different connectivity properties.
However, such results are again obtained as a time aver-
age rather than the changeover time. The influence of
how nodal speed decay influences connectivity properties
remains important future work.

In another recent work, Camp, Boleng, and Davies [7]
studied and analyzed a variety of mobility models that
have been proposed to date, including the random way-
point model. In particular, they showed the change in av-
erage percentage (or number) of neighbors as time pro-
gresses. Fig.4 in [7] shows that the average number of
neighbors has stable mean but increasing variance, which
is suggestive of decreased movement of nodes (i.e., nodes
are more likely to remain neighbors or remain neighbors
for longer periods due to slow movement). But the authors
failed to point this out. Various mobility models were also
compared in their paper in terms of average speed which
is assumed to be the average of minimum and maximum
speed rather than the instantaneous node speed.
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V. CONCLUSION

Random waypoint is widely used as a mobility model
to compare the performance of various mobile ad hoc net-
work routing protocols. In this paper we have shown that
the random waypoint model in its current form fails to
reach a steady state in terms of instantaneous average node
speed, but rather the speed continuously decreases as sim-
ulation progresses. Consequently, this model cannot be
used to conduct performance evaluation measured as time
averages. Such averages are based on metrics that change
over time, sometimes drastically. Considering only these
averages can result in misleading or incorrect conclusions.

We showed by an intuitive explanation and a formal
study the reason behind the speed decay. Based on our
analysis we also proposed a simple solution to the prob-
lem, which is to set a positive minimum speed. Our im-
proved model is able to quickly converge to a constant
speed. Consequently performance measures resulted from
this improvement were also able to stablize. Our analy-
sis, although based on simplifying assumptions, can be
used to very accurately estimate the expected instanta-
neous average node speed given the minimum and maxi-
mum speeds and the area of the mobility scenario.

Conceptually the problem revealed in this paper is not
a consequence of the random waypoint model itself. In
other words, the rationale for the random waypoint model
does not limit us from choosing a minimum speed other
than zero. For that reason the simple improvement we
presented in this paper may still be considered a “random
waypoint model”. It is the common belief that onecanset
the minimum speed to zero, and the subsequent wide ap-
plication of this belief — that made zero the default min-
imum speed — that has led to this problem and highlight
the significance of our work.

APPENDIX

A. The pdf of distance d from the starting point to the des-
tination

Adopting assumption (A1), the pdf ofx andy becomes

fX,Y (x, y) =
1

πR2
max

.

When we use this analysis to approximate the real sim-
ulation scenario where the movement area is defined by a
rectangular area of dimensionXmax andYmax, our results
can be used by settingπR2

max = XmaxYmax. In other
words, we will approximate the pdf within a rectangular
area using a cirle of radiusRmax:

fX,Y (x, y) =
1

XmaxYmax
≈ 1

πR2
max

.

P (D ≤ d) =
∫ ∫

√
x2+y2≤d

fX,Y (x, y)dxdy

=
∫ 2π

0

∫ d

0

1
πR2

max

rdrdθ

=
d2

R2
max

fD(d) =
∂P

∂d

=
2d

R2
max

, 0 ≤ d ≤ Rmax

B. The expectation of distance d

E[D] =
∫ Rmax

0
r

2d

R2
max

dr

=
2
3
Rmax

C. The pdf of travel time t

Adopting assumption (A3), speedv is also uniformly
distributed fromVmin to Vmax. So the pdf ofv is

fV (v) =
1

Vmax − Vmin
.
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Fig. 8. Distance-Speed Graph

In Fig. 8, the probabilityP (T ≤ t) is

(i) Rmax ≤ Vmint (t > Rmax
Vmin

)

P (T ≤ t) = P (
R

V
≤ t) = P (R ≤ V t) = 0
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(ii) Vmint ≤ Rmax ≤ Vmaxt (Rmax
Vmax

≤ t ≤ Rmax
Vmin

)

P (R ≤ V t) =
∫ Rmax

t

Vmin

∫ V t

0
fR,V (r, v)drdv

+
∫ Vmax

Rmax
t

∫ Rmax

0
fR,V (r, v)drdv

=
∫ Rmax

t

Vmin

∫ V t

0

2r

R2
max

· 1
Vmax − Vmin

drdv

+
∫ Vmax

Rmax
t

∫ Rmax

0

2r

R2
max

· 1
Vmax − Vmin

drdv

= − 2Rmax

3(Vmax − Vmin)
· 1

t

− V 3
min

3R2
max(Vmax − Vmin)

· t2

+
Vmax

Vmax − Vmin

(iii) Rmax > Vmaxt (t < Rmax
Vmax

)

P (R ≤ V t) =
∫ Vmax

Vmin

∫ V t

0
fR,V (r, v)drdv

=
∫ Vmax

Vmin

∫ V t

0

2r

R2
max

· 1
Vmax − Vmin

drdv

=
t2(V 2

max + V 2
min + VmaxVmin)

3R2
max

.

By differentiatingP (T ≤ t) with respect tot, the pdf
of time t becomes

fT (t) =





2(V 2
max+V 2

min+VmaxVmin)

3R2
max

· t 0 ≤ t ≤ Rmax
Vmax

2Rmax
3(Vmax−Vmin) · 1

t2
− Rmax

Vmax
≤ t ≤ Rmax

Vmin

2V 3
min

3R2
max(Vmax−Vmin)

· t
0 t ≥ Rmax

Vmin

D. The expectation of time t

E[T ] =
∫ ∞

0
t · fT (t)dt

=
∫ Rmax

Vmax

0
t · 2(V 2

max + V 2
min + VmaxVmin)
3R2

max

· tdt

+
∫ Rmax

Vmin

Rmax
Vmax

t · 2Rmax

3(Vmax − Vmin)
· 1
t2

− t · 2V 3
min

3R2
max(Vmax − Vmin)

· tdt

=
2Rmax

3(Vmax − Vmin)
ln

(
Vmax

Vmin

)
.
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