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ABSTRACT

Simulation has become an indispensable tool in the con-
struction and evaluation of mobile systems. By using mo-
bility models that describe constituent movement, one can
explore large systems, producing repeatable results for com-
parison between alternatives. Unfortunately, the vast ma-
jority of mobility models—including all those in which nodal
speed and distance or destination are chosen independently—
suffer from decay; average speed decreases until converging
to some long-term average. Such decay provides an unsound
basis for simulation studies that collect results averaged over
time, complicating the experimental process.

This paper shows via analysis that such decay is inevitable
in a wide variety of mobility models, including the most
common in use today. We derive a general framework for
describing this decay, and apply it to a number of practi-
cal cases. Furthermore, this framework allows us to trans-
form any given mobility model into a stationary one: choose
initial speeds from the steady-state distribution, and subse-
quent speeds from the original. This transformation pro-
vides sound models for simulation, eliminating variations in
average nodal speed.

Categories and Subject Descriptors
1.6 [SIMULATION AND MODELING]

General Terms

Experimentation, Theory, Performance

Keywords

Mobility Model, Stationary Distribution, Renewal Process

1. INTRODUCTION

Simulation has become an indispensable tool in the con-
struction and evaluation of mobile systems. Simulations al-
low study of larger scale systems than can be built prac-
tically. Furthermore, they enable the evaluation of systems
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not amenable to analysis. By carefully controlling the move-
ment of nodes and wireless conditions between them, simu-
lations provide excellent reproducibility across experimental
trials.

Typically, simulations of mobile systems rely upon ran-
dom mobility models. Such models are characterized by a
collection of nodes placed randomly within a confined simu-
lation space U. Each node selects two or more of the follow-
ing according to some random distributions: a destination
d in U, a travelling speed v, an angle «, and a travel time
t. It then travels to d at v, or travels at v along « for ¢,
and so on. After reaching d or having travelled for ¢, the
node may pause before repeating the process. The precise
means of selecting U, d, v, a, and t differ from model to
model. Camp [6] categorizes these models into entity mobil-
ity models, where individual nodes move independently of
each other, and group mobility models, where the movement
of a group of nodes may be correlated [10]. In this paper we
focus exclusively on entity mobility models; in subsequent
discussions, the term random mobility model will refer to
this class of models where each node has an independent,
identically distributed movement pattern.

The behavior of most mobile systems depends heavily on
the movement of constituent nodes [19]. Therefore it is
highly desirable to have a mobility model that generates sta-
ble nodal movement so that the mobile system maintains a
steady level of mobility over time, e.g., a fixed average nodal
speed and a fixed speed variance. This is especially critical
for simulation studies that present performance metrics as
time averages.

Our recent work [21], shows that one of the most widely
used, the random waypoint model, suffers from speed decay
in that as the simulation goes on, the average nodal speed
decays to a steady-state level that falls below the initial av-
erage nodal speed. Such speed decay can have a dramatic
influence on measured performance and overhead. Conse-
quently, one cannot present time-averaged metrics during
this period of decay, as the underlying process is not sta-
tionary.

Narrowing the range from which to select speeds can re-
duce the degree of decay and the time required to reach
a steady state. However, it limits the speed variation and
does not remove decay entirely; the core problem remains
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ning it until steady state is reached and then by deleting
the initial data. While this is valid, it can be cumbersome,



especially because the duration of this settling period is case-
dependent in general, rendering the simulation process prone
to error.

In this paper, we will give a general derivation of the
steady-state average speed distribution for several classes
of random mobility models, and show that speed decay is
not a property exclusive to the random waypoint model,
but rather a much more common phenomenon. Indeed, any
random mobility model that chooses speed and destination
independently suffers from the speed decay problem. The in-
tuition is that nodes travel for longer times at lower speeds
if the destination is chosen independently of nodal speed.
This result is true independently of the specific distribution
from which speeds are chosen, or the mechanism with which
destinations are determined. Furthermore, if pause time
between successive trips is set to zero, the distribution gov-
erning the steady-state average speed is independent of the
mechanisms used to determine destination; it depends only
on the distribution from which speeds are chosen.

Following this result we show how speed decay can be com-
pletely eliminated in a fundamental way, by constructing a
composite random mobility model from any random mobil-
ity model that exhibits speed decay. The result is a sound
model with a stationary speed distribution. The key insight
is that the speed of the initial trips selected by each node is
independent of travel times, while the steady-state average
speed is weighted by travel times (i.e., travel time is longer
for lower speed). By choosing speeds for this initial trip
from the steady-state distribution, and choosing speeds of
later trips from the original speed distribution, decay is com-
pletely eliminated, resulting in a stationary mobility process.

This method is analogous to the construction of an equi-
librium renewal process found in renewal theory (e.g., [8]),
which is done by deriving the limiting distribution of for-
ward recurrence time of a simple renewal point process and
applying it to the first renewal epoch. However, mobility
models are different from simple renewal point processes in
that they are indeed marked renewal processes [3], with a
speed distribution in addition to the renewal points. It is
also worth pointing out that this method is orthogonal to
any modification to a random mobility model to obtain de-
sired spatial distributions of nodes, e.g., uniform distribution
within the movement area. Thus it is equally applicable. Fi-
nally, warm-up may still be needed if the simulated mobile
system starts from a “cold state”. However by having such
stationary mobility models, warm-up is no longer needed for
nodal movement, freeing the experimenter to consider other
matters.

We note that the speed decay problem of entity mobil-
ity models outlined in this paper exists in group mobility
models as well, if the group movement follows a random in-
dependent selection of speed and distance. Because of this,
the construction method we present here can be applied to
group mobility models in a similar way.

The rest of the paper is organized as follows. Section 2
gives an overview of related work. Section 3 presents a tax-
onomy of random mobility models and derives their steady-
state average speed distribution. Section 4 shows via a few
special cases how one can apply the results from Section 3 to
analytically determine the steady-state distribution of nodal
speed. Section 5 presents the methodology of constructing
a stationary mobility model without speed decay from any
random mobility model, while Section 6 demonstrates its ef-

fectiveness for a variety of mobility models via simulation.
Section 7 concludes.

2. BACKGROUND AND RELATED WORK

Mobility models are essential to mobile system research,
and so they have been extensively studied. One can find
a thorough and insightful survey by Camp et al in [6]. It
included a variety of entity random mobility models used in
ad hoc network simulations. It also covers group mobility
models such as the reference point group mobility model [10,
11].

Of all available mobility models, the random waypoint
model is perhaps the most extensively used [14, 5, 18, 12,
19]. It is implemented and widely distributed with the ns-2
[1] simulator. Most of the studies on the random waypoint
model have focused on its spatial properties such as node
distribution within the simulated area U. Bettstetter [4]
showed by simulation that the random waypoint model does
not have a uniform distribution of nodes. Chu and Nikolaidis
[7] mathematically proved it and also showed that there is a
relationship between the node distribution and node speed.
Due to the boundary effect, nodes are more likely to be near
the center of U, and thus the node distribution becomes
bell-shaped. Royer et al. [20] pointed out that the bound-
ary effect not only causes a non-uniform node distribution
but also causes the node density to fluctuate with time. To
eliminate both problems, they proposed a random direction
model and showed satisfying results.

Our recent work [21] studied the temporal properties of
nodal movement under the random waypoint model. We
showed that the average node speed decreases with time be-
fore reaching a steady state. The settling time it takes to
reach the steady state increases as the minimum speed de-
creases. In particular, if the minimum speed is zero, which
is the default value in ns-2, then the steady-state average
node speed is zero, meaning that the average node speed
will consistently decrease over time, resulting in an unsta-
ble mobility model. Interestingly, this is a special renewal
process where the failure time or renewal period has infinite
mean. Simulation results showed how such speed decay af-
fects ad hoc routing protocols such as DSR [14] and AODV
[17]. One suggested solution was to use a positive minimum
speed, combined with simulation warm-up or initial data
deletion to remove the negative effect of speed decay.

However, this does not remove the speed decay. In addi-
tion, simulation warm-up is inconvenient, and the duration
of the warm-up period can be difficult to determine. Fig.1 il-
lustrates a case where the speed decay period of the mobility
model outlasts the system warm-up period. We measured
the number of overhead packets of DSR using random way-
point model with a speed range [0.3, 19.7]m/s. Results were
averaged over 30 scenarios with 50 nodes. Such decay has a
significant effect on when one can start collecting data, thus
this solution still requires extreme care on the part of the
researcher.

Navidi and Camp independently and concurrently devel-
oped a method for constructing a stationary process for the
random waypoint model [16]. This paper extends and gen-
eralizes that result to several classes of mobility models.
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Figure 1: Illustration of the incomplete solution to
the average node speed decay problem in random
waypoint model. Settling time caused by mobility
model may be longer than a system warm-up period.

3. MOBILITY MODELS AND STEADY-
STATE SPEED DISTRIBUTIONS

This section classifies general random mobility models ac-
cording to how the random elements of a model are chosen.
It then derives the steady-state speed distribution for differ-
ent classes and explore their properties.

The basic random elements underlying any random mo-
bility model include speed, distance, angle, destination, and
travel time. A particular model typically selects two or more
of these elements according to some probability distribu-
tion that determines a trip. Usually the selection of these
elements is independent for a single trip, independent for
successive trips of a single node, and—for entity mobility
models—the selection of these elements for different nodes
is also independent. A notable exception is by Bettstet-
ter [4] where accelerations and decelerations are added to
a selected nodal speed. We will not consider this case, and
instead focus on models that employ a single fixed speed per
trip. The difference between different mobility models thus
mainly lies in which of these random elements to choose,
and what probability distributions to use for each choice.

Table 1 contains a few constructions of random mobil-
ity models that choose two of the following four: speed,
distance, time, and destination. These are mostly exist-
ing models. For example, the combination of (uniform
speed, uniform destination) represents the random way-
point model [14] or the vector model [11]; the combina-
tion of (uniform speed, uniform distance) corresponds
to the modified random direction model [20]; and (uniform
speed, exponential distance) corresponds to the model

Table 1: Classification of random mobility models
based on the combinations of various factors and
distributions.

l Speed [ Distance [ Time [ Destination ‘
Uniform
Uniform | Exponential
Normal Uniform
Exponential
Uniform

that Ko and Vaidya [15] used for the simulation of the
Location-Aided Routing (LAR) protocol.

We have left out the element angle from the above table.
This is because the choice of angle only affects the spatial
properties of node distribution. In this paper, we focus solely
on the temporal properties of node speed, i.e., the node mo-
bility over time, and thus will not consider angle. Note that
from the speed point of view, choosing a destination has the
same effect as choosing a distance. This is because a destina-
tion determines the travel distance, in addition to determin-
ing the spatial distribution. Consequently, for the rest of our
discussion we will concentrate on random mobility models
that are based on selecting two of the three elements—speed,
time, and distance—for a trip. More specifically, since there
are only two degrees of freedom among these three elements
and speed is almost always directly specified, we will only
consider models that are based on the selection (speed,
time) and (speed, distance).

In the next three subsections, we will explore the steady-
state speed distribution or steady-state mobility property
of these classes of random mobility models. In particular,
we will study the general case where the selections of the
elements may or may not be independent, the case where
the selections of speed and time are independent, and the
case where speed and distance are independent.

3.1 General case: dependence unknown

We first consider the general case where the dependence
of the random elements are unknown. All three elements
speed, time, and distance, denoted by random variables V/,
S and R, respectively, are chosen from random distributions.
They will be assumed to be within finite minimum and
maximum values, denoted by Vinin, Vinaz, Smin, Smaz, Rmin,
and Rz, respectively, regardless of whether they are di-
rectly specified or indirectly derived. In assuming so we are
also implicitly assuming that the minimum speed, V,in, is
strictly positive since otherwise the maximum travel time
Smaz can be unbounded. This also guarantees a positive
steady state average node speed [21].

If pauses are added between successive trips, a mobility
model can be viewed as an alternating renewal process that
has two independent renewal processes: a move process and
a pause process [8]. In fact, the pause process can be equally
viewed as a move process only with a different distribution
of speed and travel time, (i.e., zero-speed with probability
one and pause time independent of speed). In other words,
the pause process has a dirac delta function, §(v), as its
probability density function (pdf) of speed. We will denote
by P and Vp the pause time and pause speed, respectively.



When (speed, time) are chosen, The cumulative distri-
bution function (cdf) of the steady-state speed, Vs, can be
obtained as follows. Let Apmove denote the set of speeds for
the move process, i.e., Amove = {V : Vinin < v < Vinas},
and let Apquse denote the set of speeds for the pause pro-
cess, i.e., Apguse = {v: v =0}. Let A = (Amove U Apause)-
Assume v, v/, and v” are such that v € A, v € Apmove, and
v" € Apguse. Note that j;‘\wusﬁ §(v)dv = fooj d(v)dv = 1.
Using the fact that pause time and pause speed are inde-
pendent, we have

Fuou(v) = P(Vay < 0)
= fraction of time speed falls below v
ffu/gu sfsv(s, v’)dsdv’+ffv/,gvpfpyvp (p,v")dpdv"
— ffs,v sfsv(s, v’)dsdv’—i—ffpyvp pfr.v,(p,v")dpdv”
I ey 8fsv (s, v )dsdv” + E[P] [, 6(v")dv"
- ffs,v sfs,v(s,v")dsdv’ + ETP]

(1)

where fs,v(s,v") for v € Amove and fpyv, (p,v") for v’ €
Apause are the joint pdfs of (travel time, travel speed)
and (pause time, pause speed), respectively. E[P] is the
expectation of pause time. Note that pause speed is zero
and thus fv, (v) = 6(v). It is also clear that fy(v) = 0 for
v E Apa.use and pr (7-)) =0forve Amove~
Similarly, when (speed, distance) are chosen, the steady-

state cdf of Vs is

Fy,,(v) = P(Vss <0)
= fraction of time speed falls below v

ffv'gu L frv(r, v')drdv’Jrfo,,Svpfpyvp (p,v"")dpdv"”
- ffR,V Ry (r, vl)drdvl+ffp,vp pfev, (p,v")dpdv”

L frv (r,v")drdv'+ E[P] fv"gv 5(v")dv"”
ffRy L frv (r,v")drdv’ + E[P]

where fr,v(r,v") for v € Amove is the joint pdf of travel
distance and travel speed.

We can differentiate Eqns.(1) and (2) with respect to v to
obtain the pdf of steady-state speed fv, (v). The expecta-
tion of the steady-state speed is then

E[Vss] = /VUsts(U) dv.

Alternatively, the expected steady-state speed can be ob-
tained through time average. Suppose that a pause time is
inserted right after each trip, as if one move and one pause
together constitute the n'® trip for all n. Then, the long-
term time average of node speed with non-zero pause time
is

e o)

_ 1 [t
V = lim 7/ v(T)dT,
0

G onat (Sn + Pn)
E[R]
E[S]+ B[P’ (3)

where N(t) is the total number of trips taken up to time
t, including the last one which may be incomplete. R,,, Sh,
and P, are the travel distance, travel time, and pause time of
the n'" trip, respectively. Note that {R,}, {S.}, and {P,}
are finite, and are independent and identically distributed
(iid) random sequences. Thus, the average of iid sequences
converges to the ensemble average as t — oo by the strong
law of large numbers.

Before we proceed to discuss the speed decay phenomenon,
it is necessary to define the initial average speed, or the ex-
pectation of initial speed as a reference for comparison. For
example, if there is no pause or if there is pause but a node
always starts from a move state, then the initial average
speed, denoted by E[Vini], is simply E[V] = [|, vfv(v)dv
If a node always starts from a pause state, then it is trivial
that E[Vinit] = 0. A more interesting case is where a node
starts in either state with a certain probability. From the
point of view of using a mobility model for simulation, it is
only reasonable to assume that these are exactly the prob-
abilities that a node is found to be in either states when
the mobility model reaches equilibrium, denoted by Prove
and Ppquse, respectively. Then the initial average speed is
simply

E[‘/;nzt} E[V}Pmove + 0- Ppause

E[V]Pnove. (4)
We will consider only this case in the following discussions.

3.2 Speed, time: independent

Since speed and time for each trip are selected indepen-
dently, the joint distribution of speed V' and time S is sim-
ply the product of individual distributions, i.e., fs,v(s,v) =
fs(s)fv(v). Thus Eqn.(1) reduces to the following:

FVss (U) = P(‘/SS S U)

ffv,<v sfs,v(s,v')dsdv’ + E[P] fv,,<v 5(v")dv"”
Ws.v sfswv(s,v)dsdv’ + E[P]

j js "% sfs(s) fv (v')dsdv’ —|—E[PM ,,<v6(v")dv"

Vimind Smin

Joreefgnes sfs(s) fv (v') dsdv’ + E[P]
E[S] [y fv(@') d' +E[P] [, _, 8" )dv"
E[S]+ E[P] '

Then the probability that a node is in a pause state is

FVSS (U € Apa.use)
_ E[P]
T BBl BT ®

Ppause

and the probability that a node is in a move state is

Pmo’ue == 1 - Ppause
_ E[S]
~ E[S]+ E[P] (©6)

Since fV (U) =0 fOI‘ v E Apause a'nd 6(1)) =0 fOI‘ v e Amove7
the pdf of the steady-state speed Vs is

E[S]fv(v) _
fV (’U) — W fV( ) move; U € Amove (7)
h ﬁ - 6( ) pause v € Apause-

This pdf indicates that a node either moves at a certain
speed selected from the pdf fv (v) with probability Pmove or



pauses with probability Ppeuse. From Eqn.(7), the expecta-
tion of steady-state node speed is

E[S|E[V]

V= BT mey

(8)
which indicates that there is no speed decay, because E[Vss]
is the same as the initial average speed E[Vinit] = E[V]Pmove
in Eqn.(4).

If there is no pause (i.e., E[P] = 0), the pdf of the steady-
state speed simply reduces to

Fro @) = fo @), v € Amoe. )

We see in this case the steady-state speed distribution is
identical to the initial speed distribution. It is also trivially
true that

E[Vis] = E[V] = E[Vinit]. (10)

The intuition and significance of this result will become
clearer in the next subsection, in comparison with the case
that speed and distance are chosen independently.

3.3 Speed, distance: independent

Choosing distance and choosing destination are equiva-
lent if we are not concerned with the spatial properties of a
model. We will thus limit ourselves to the discussion of dis-
tance, although our conclusion applies to models that choose
explicit destinations as well.

Since speed and distance are independent, the joint distri-
bution of speed V' and distance R is simply the product of
individual distributions, i.e., fr,v(r,v) = fr(r)fv(v). Un-
der the independence assumption, we have from Eqn.(2)

Fy,,(v) = P(Vis <)

ffv’gv L fryv(r,v")drdv' + E[P] fv”gu 5(v")dv"
- ffRy L frv (r,v")drdv’ + E[P]

E[R] [ L fv (') dv' + E[P] fv”gv 5(v")dv"”

Vinin v -

E[R|E[3] + E[P]

In the same manner as in Section 3.2, the probability that
a node is in a pause state is

Ppause FVSS (U € -Apause)

E[P]

E[RE[+] + E[P] (11)

the probability that a node is in a move state is

Pmove = 1- Pmoue
BIR)E[}] 12
E[R|E[y] + E[P]
and the pdf of the steady-state speed Vs is
E[R] L fv (v) _ 1fv(v) P
E(R]E[{]+E[P] B[] ZO”E’
v e move
fves ('U) = E[P]5(v) . 5(1)) p (13)
E(RIE[{]+E[P] — pause
v e -Apause

The steady-state pdf in Eqn.(13) is interpreted in exactly
the same way as in Eqn.(7): a node moves at a certain
Liv(v)
B[]
or pauses with probability Ppause-

speed according to the pdf with probability Pmove,

From the pdf in Eqn.(13), the expectation of steady-state
speed is

E[R]

EWVeel = Bimera) + 2P

(14)

If pause time is set to zero, Eqns.(13) and (14) also reduce
to

s fv(v)
fvee(v) = S v € Amove (15)
and
E[Ve] = ﬁ (16)

It can be shown that the steady-state average E[Vss] is
always less than or equal to the initial average E[Vim't] re-
gardless of pause time. Let us consider zero pause time first.
In this case, E[Vinit] = E[V] and E[Vss] = E[li]. Apply-
ing Jensen’s inequality [9] that if a function g(X) is convex,

9(E[X]) < E[g(X)], we have if g(V) = &,

< E[V]. a7
B[]
where the equality holds only when Vi,in, = Vinas.

Now suppose that there are non-zero pause times. In this
case, from Eqn.(4)

E[Vinit] = E[V]Pnove
_ BV E[RIE[]
E[R|E[y] + E[P]

v
and from Eqn.(14)

E[R]

EWVeol = Bmeray + 2R

Since from Eqn.(17) 1 < E[V]E[%L
_mm
E[R]E[+] + E[P]

E[V]E[5]E[R]
= E[RE[y]+ B[P

ElVss] =

= E[Vinit]. (18)

Thus from Eqns.(17) and (18), E[Vss] < E[Vipi]. This
means that the average node speed always decays with time
no matter what pause time is—even with zero pause times—
unless the node speed is constant.

The above results are recapitulated as follows: (i) the
steady-state speed distribution is always different from the
initial speed distribution; (ii) the steady-state distribution
and expectation of node speed are completely character-
ized by the initial speed distribution fv (v), average distance
E[R], and average pause time E[P], which can be computed
from the given distributions of distance and pause time; (iii)
if pause time is set to zero, the steady-state speed distribu-
tion is determined only by the node speed distribution, and
not by how distances/destinations are chosen; finally (iv)
the steady-state average node speed is always lower than
the initial average speed regardless of pause time. This
means that if distance/destination is chosen independently
of speed, there will always be speed decay. (iii) and (iv) fur-
ther indicate that if pause time is set to zero, models that



only differ in distance/destination selection are essentially
indistinguishable in terms of their speed properties.

An intuitive explanation for (iv) is that when speed and
distance are chosen independently, a lower speed results in
a longer trip. Note that the steady-state speed is weighted
by travel time, thus is always lower than the initial aver-
age speed. To see this more clearly, consider the following
intermediate result from Eqn.(3):

N(t)
E[Vi] =V = lim Zin=t VnSn V”S".
t—00 t
Recall that V,, and S, are node speed and travel time of
the n'® trip, respectively. Here, low speed V,’s are more
likely to be weighted by large Sy’s, which leads to a lower
long-term average node speed. This explanation also applies
to the case in Section 3.2. There since speed and time are
chosen independently, speed V;, is not correlated with travel
time S,,, and thus low speed V,,’s are not weighted by large
Sh’s.

Alternatively, (iv) can be explained using the properties
of harmonic mean of renewal speed, where the steady-state
average speed, with zero pause times, can be viewed as the
average rate in the system performance measure [2]. Con-
sider again the following intermediate result from Eqn.(3)
with zero pause time,

N(t)
E[Vss] - ‘_/ = 7271':1 Rn

(19)

where R, is the travel distance of the n*" trip. Eqn.(19)
is known as the weighted harmonic mean since each vin is
weighted by distance R,. However, due to the strong law
of large numbers and the speed-distance independence as-
sumption here, Eqn.(19) reduces to the (unweighted) har-
monic mean as follows.

ZN(t) R,

n=1

ElVs]= V

—
=

R] 1

E[RE[Z] ~ E[E]

which is the same as Eqn.(16). Therefore if speed and dis-
tance are independent, the steady-state node speed with
zero pause times is the harmonic mean of renewal speed,
and is more weighted by lower speeds by the properties of
harmonic mean.

Eqns.(13) and (14) are very general results. They hold
regardless of the distributions of speed, distance, and pause
time used. They show that the average node speed of an
arbitrary mobility model starts from an initial value, decays
over time, and then settles to a certain steady-state value, as
long as the speed and the distance are chosen independently.
Moreover, if pause time is set to zero, the steady-state aver-
age is identical under all models where the speed is chosen
from the same distribution, regardless of the distribution of
distance.

An interesting question is then, what happens when speed
and distance are chosen dependently? For example, a model

that gives higher probability to higher speeds when the dis-
tance chosen is larger. Judging from our results in the first
part of this section, there does not seem to be a unified an-
swer. Based on our intuitive explanation of speed decay,
one can certainly hope to reduce speed decay by correlat-
ing the two. In Section 4 we will show an example (Case
4) where travel time is correlated with travel speed. In this
particular example, speed decay exists. However, one can
conceivably construct a joint distribution of speed/time or
speed/distance so that the resulting average speed process
is stationary.

4. CALCULATING STEADY-STATE AVER-
AGE SPEED

The previous section showed how one can calculate the
steady-state speed distribution and the steady-state average
speed given a random mobility model. Specifically, Eqns.(1),
(2), and (3) in a general case, Eqns.(7) and (8) in a speed-
time-independent case, and Eqns.(13) and (14) in a speed-
distance-independent case can be used to derive speed dis-
tributions and expectations. In this section, we use these re-
sults to derive the steady-state speed distribution for a few
special cases from Table 1. We show that such derivations
can be much simplified, given the independence property. In
addition, such derivation is an important step toward con-
structing a completely stationary, decay-free mobility model
as we will show in the next section.

4.1 Case 1: uniform speed, uniform destina-
tion, independent
This case is equivalent to the random waypoint model
[14]. Let us consider the simple zero-pause-time case first.
Applying Eqns.(15) and (16), we have

1
» v (v)
fv(v) = =
B[]
1 1
. ; V7naz_v7nin
- Vmaa
fVmin ﬁvmazivmin d’U/
1
= T v e Amove (20)
i ()
and
1
Vi)

fvm.u,x 1 1 dv

Vimin v Vmaz—Vmin
‘/maa: - Vmin
Vimaaz

ln ( Vimin )
which is the same result obtained in [21], but in a much sim-
pler way since we avoided the calculation of distance distri-
bution and therefore did not have to make any assumptions
about U.

Now let us consider the case of random pause time chosen

from a uniform distribution fp(p) = Prjw for0 < p < Phaz-
Using Eqns.(13) and (20),

l v
Uf\;( ) P

E[ ] move
_ \4
sts (’U) - = m PmO’L)67 v E Amove
5(1)) Ppause7 v E Apause



where
Prax
Ppause = EIR (v, Venin) P
maz/Vmin mazx
[ } Vmaz—Vmin + 2
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In(Vimaz /Vimin)
EIR max/Ymin
P _ [ ] Vmaz—Vmin
move —

E[R] In(Vinaz /Vinin) + Pnéam ’

Vmaz—Vmin

From Eqn.(14), the expectation of steady-state speed is

E[R]
ElVis] = 7 =5
Vel = BRIER+ BIP
B E[R)
BIR] i neslymnl 4 Lo

where E[R] is the expectation of travel distance in a rect-
angle and can be computed by integrating over the rectan-
gle. More specifically, suppose that two points (z1,y1) and
(z2,y2) are in a rectangle of X x Y and that X = |z1 — x2|
and Y = |y1 — y2|. Then E[R] in this rectangle of X x Y
can be found to be

Y X
/ / vV X2 + YQ‘](')(yy(CE7 y)dXdY
Jo Jo
X2 [ sing 1 Y
N 4{ 12Y {2005%{) + §ln (sec¢+ Y)}
X
60Y2 cos? ¢
Y2 cos ¢ 1 X
+ 4{ 12X [251n2¢ —3h <CSC¢ N ?)]

N & .
60X? sin® ¢

where ¢ = arctan (%)

E[R]

4.2 Case 2: uniform speed, uniform distance,

independent

This is a model that chooses a destination by selecting
an angle from 0 to 27 and a distance from 0 to Rpmqez. As
mentioned in the previous section, if pause time is zero, the
steady-state speed distribution and its expectation are not
affected by how distance/destination is determined. Thus
the steady-state speed property in this case is identical to
that in the first case, given that the uniform speed distribu-
tions in both cases are identical. Therefore, we immediately
have

1

b
Vinas
vin (| pres
( min)

v € Amove

fve(v) =

and
Vmaz - szn
Vmaz )
In ( Vimin >
If pause is not zero, the steady-state speed distribution
and its expectation can be computed by applying Eqns.(13)
and (14), resulting in the same distribution and expectation

as in Case 1, only with E[R] = £maz The modified random
direction model [20] could be cast as an instance of this case.

E[‘/ss] =

4.3 Case 3: normal speed, uniform distance,
independent
Here we consider a “clipped” normal distribution (i.e., one
that is distributed between finite maximum and minimum
values) with the initial pdf

1 _ (v=M)?
fv(U) = —F—— € 20 (szn <v< Vmaz)7
KV2mo?
L  (v=M)?
— max 20_2 M 171 _
where k = || " T € dv is the normalizing con

stant for the clipped normal distribution, M = Ymez+Vimin

and o is the standard deviation of the normal distribution.
Applying Eqns.(15) and (16) to this clipped normal dis-
tribution with a zero pause time first, we have for v € Anove

1
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In this case, numerical integration is required to calculate
the exact value. For example, if we use Vinin = 1m/s, Vinax
= 19m/s, and o = i(vmax — Vinin), Eqn.(22) results in
E[Vss] = 7.7m/s. This will be verified by simulation in Sec-
tion 6.

If pause time is not zero, the steady-state speed distribu-
tion and its expectation become a little more complicated.
Using Eqn.(21) and applying it to Eqn.(13),

(v=21)2
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The expectation of steady-state speed is
T — L —
Ss|— 1
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— 2
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g [y e 2 dv P

Again by numerically computing with Vinin = 1m/s, Vinas
=19m/s, 0 = i(Vmax — Vinin)s Rmas being the diagonal of
1500m x 500m rectangle, and Ppqe = 60sec, Eqn.(23) gives
6.0m/s as will be also shown in Section 6.



4.4 Case 4: uniform speed, exponential time,

correlated

In this case, we consider a “bounded” exponential time
distribution that is distributed between finite maximum and
minimum values and that is correlated with the choice of
speed as follows:

Ae N Rmaz
fsiv(slvo) = 0<s < —), (24)
K Vo
R’VTLG/T
where K = [; " Xe ** ds is the normalizing constant,

Rinaz is the maximum distance, and vg is the speed selected
from a uniform pdf. Note that the pdf of time in Eqn.(24) is
conditioned on a speed vy which is determined before travel
time S is selected. Thus A\ and x change from trip to trip,
depending on the diﬁerent vo value selected. For simplicity,
we will let A = « R for a given v and some fixed constant

a > 0. Then & reduces to x = (1—e™%), which makes all k-
related computation much simpler. Such a model generates
shorter travel time when the travel speed selected is larger,
since the maximum time is bounded by fmaz

Now we can compute the steady-state “distribution and
expectation of node speed by applying the general equation
which is Eqn.(1). As before, first suppose that pause time
is zero.
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By differentiating Eqn.(25) with respect to v, we can ob-
tain the steady-state pdf of speed

1
Vi s
v ln max
( Vimin )

and the expected steady-state speed is

fv55 (U) = (‘/min <v< Vma:c) 5

Vmaac - szn
Vinae |
ln ( Vimin )
The fact that these results turn out to be exactly the same
as those in Cases 1 and 2 seems to be an interesting co-
incidence. Again as we will show in Section 6 this model
exhibits speed decay as well. Note that unlike the speed-

distance-independent case, in general correlated speed and
time or distance selection does not necessarily lead to decay.

Now suppose that pause time is not zero. We have
Fvss (U) = P(Vss S U)
Myr<ysfsv(s,v)dsdv’ + E[P] [, _, d(v")dv"”
[s.y sfs,v(s,v')dsdv’ + E[P]

Rma:l:

f fO v stdv +E[P1f ,,Sv(s(’l)")d’l)”

Vimin
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From the cdf above, the probabilities that a node is paus-
ing or moving are

Ppause = FVSS (U S Apause)
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Thus the steady-state pdf of speed is

1
Froi(w) = { T Vias Vi) Prove; v € Amove
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and the expectation of steady-state speed is

Rmag(l—e”"—ae™®)
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S et In(Ymee ) + B[P
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Numerical computation with Viin = 1m/s, Vinez = 19m/s,
Rynae being the diagonal of 1500m x 500m rectangle, Prax
= 60sec, and a = 4, results in E[V;s] = 4.1m/s which will
be shown in Section 6.

5. ELIMINATING DECAY

As we have seen so far, random mobility models based on
independent speed and travel distance/destination exhibit
speed decay. The duration of this speed decay depends on
the actual distribution from which speeds are chosen. As
has been shown for the case of the random waypoint model,
the smaller the minimum speed, the longer the speed decay
[21]. The extreme case is the zero minimum speed where the
steady-state average speed is zero and the decay is infinite.

Speed decay is undesirable since the performance of a
mobile system is highly dependent on the speed of its con-
stituents, and simulation results collected before the average
speed of the system settles to a stable level will not be reli-
able. Methods of reducing such a negative effect have been
suggested and used in the literature [13]. One way is to
reduce the range of allowed speed by setting the maximum
speed and minimum speed to be within a certain percent-
age of a set value, e.g., £10% of 15 miles per hour [6]. This
significantly reduces both the magnitude and the duration
of speed decay, but also heavily limits the variation of nodal
speed within the same experiment. Having a wide range



of speeds may be highly desirable in some scenarios. An-
other method is to warm up the simulation by discarding a
certain portion of the initial data, or simply to run the simu-
lation long enough and collect results averaged over time so
that the effect of the initial decay is diluted. The problem
with this method is that it is not always clear how much
one should discard or how long is indeed long enough. If
we do not warm up enough, then the effect of speed decay
still exists; on the other hand, discarding too much results
in waste. In order to do this appropriately, we may need to
pre-run the mobility model which adds inconvenience and
resources required for simulation studies. In short, none of
these methods eliminate the speed decay inherent to such
mobility models in a fundamental way.

In Section 3, we presented a method of deriving the steady-
state speed distribution. Can we start the mobility model
directly from the steady state now that we know the steady-
state distribution? In other words, is it possible for us to
construct a stationary process that is free of the transient
speed decay period?

It is important to note is that this does not mean we can
use the distribution derived in Eqn.(13) for the selection of
node speed throughout simulation. We restate the same
equation here, assuming a zero pause time for now:

fv..(v) = _fv(w) (1)

constant \ v

The above result essentially indicates that the steady-state
speed distribution fv,, (v) is always different from any non-
trivial distribution fy (v) from which node speeds are cho-
sen, since fy,,(v) is a time-weighted version of fi (v). Con-
sequently, if we use fyv,, (v) to select node speed throughout
the simulation, then again there will be speed decay and
the steady-state speed distribution will be fy: (v), which
is a time-weighted version of fy,.(v). Therefore, any such
model that uses a single speed distribution for node speed
is subject to speed decay. Thus we should be looking for
a composite random mobility model in order to remove the
speed decay.

The discrepancy between the initial average speed and the
steady-state average speed is due to the fact that the initial
speeds are not weighted by travel times, while subsequent
trips are; a second speed cannot be chosen until the first trip
is completed. This naturally points to applying the steady-
state distribution to the first trip in order to randomize first
trip. This is analogous to the construction of an equilibrium
renewal process found in renewal theory [8].

The same argument applies to the initial pause time selec-
tion, since the sequence of pause times indeed constitutes a
simple renewal process. The difference, however, is that we
are only concerned with the duration of the pause time since
the speed is always zero. By the same argument, the initial
pause time should be selected according to the steady-state
pdf of pause times, which is known to be (the limiting dis-
tribution of forward recurrence time using renewal theory)

fr..0) = (26)
where Fp(p) is the cdf of pause time. Thus if a node starts
from a pause state, the pause time should be selected from
the pdf fp,,(p) in Eqn.(26).

To summarize, we construct a composite stationary ran-
dom mobility model as follows:

1. Determine whether a node starts from a move state or
a pause state, with probability Prove and Ppause, re-
spectively. These are calculated using methods shown
in Section 3.

2. If a node starts from a move state, use fv,, (v € Amove)
to select the travel speed.

3. If a node starts from a pause state, use fp, (p) to
choose the pause time.

4. After the first trip (either move or pause) of a node, use
fv(v) and fp(p) to select all subsequent travel speeds
and pause times, respectively.

Technically, there are other ways to construct a station-
ary process by modifying the initial part of the mobility
model. For example, if pause is not inserted between suc-
cessive trips, we could randomize the starting time of nodes’
first trips, which may seem more intuitive. This method in-
volves the derivation of the distribution of the initial starting
time. This may or may not be desirable depending on the
mobile system being simulated in that a significant portion
of the network may not be moving for some period of time.

On the other hand, modification through the steady-state
speed distribution provides an indirect but very effective way
of eliminating speed decay and producing a stationary pro-
cess. We emphasize that the above composition method-
ology can be applied to any random mobility models that
choose speed and distance/destination independently and
that employ a single speed distribution, to obtain a decay-
free sound random mobility model. The effectiveness of this
methodology is demonstrated in the next section.

6. SIMULATION RESULTS

In this section we show via simulation the evolution of in-
stantaneous average node speed over time for the four mo-
bility models studied in the Section 4. This instantaneous
average speed o(t) is defined as

o(t) = 7Zi:]1\,vi(t) :

where N is the total number of nodes in the simulation sce-
nario and v;(t) is the speed of node 7 at time t. Fig.2 de-
picts the behavior of each of the original mobility models,
while Fig.3 shows the behavior of the composite models. As
described in Section 5, each node in these composite mod-
els chooses either its speed or pause time only for the first
trip from the computed steady-state distributions of speed
and pause time, respectively, depending on the probabili-
ties Prove and Ppguse. Thereafter, each node alternately
chooses its speed and pause time from the original distribu-
tions. Each graph also plots the steady-state average node
speed predicted by analysis.

In this set of simulation results, each curve is the average
over 10 different scenarios/random seeds. Each scenario con-
tains 50 mobile nodes moving independently in a movement
space of 1500m x 500m, according to the specified mobil-
ity model. The speed range for all scenarios is from 1m/s
to 19m/s, which results in an initial average node speed
of 10m/s with zero pause time. When non-zero pause is
applied, pause time is randomly selected from the uniform
distribution from 0 to 60sec.
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Figure 2: Average speed decays in four models ex-
amined in Section 4 with and without pause. Speed
= [1,19]m/s. Pause = [0,60]sec
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As shown in Fig.2, speed decay exists in all four cases.
In the first three cases, the speed and distance/destination
are chosen independently. In the fourth case, the speed and
travel time are correlated. We see from Fig.3 that the con-
structed composite models successfully eliminated such de-
cay in all cases. Thus this construction methodology is ef-
fective regardless of the dependency between travel speed
and distance or time, so long as the steady-state speed dis-
tribution can be characterized. As expected, the unmodified
models converge to the predicted values, while the compos-
ite models start and remain there. Such composite models
greatly simplify the evaluation process in a simulation study.

7. CONCLUSION

Simulation has become an indispensable tool in the con-
struction and evaluation of mobile systems. By using mo-
bility models that describe constituent movement, one can
explore large systems, producing repeatable results for com-
parison between alternatives. As simulation is becoming not
only a qualitative tool but also a quantitative one, having
sound mobility models that are suited for simulation studies
is critical.

This paper examined a range of random mobility models
that are based on the selection of node speed, travel distance
or destination, or travel time from random probability dis-
tributions. The vast majority of these models—including all
those that select node speed and distance independently—
exhibit speed decay, where average node speed decreases
over time before reaching a steady-state value. Such decay
provides an unsound basis for simulation studies that collect
results averaged over time, complicating the experimental
process.

This decay is easily explained with a general analytical
framework, and this paper demonstrates how to apply this
framework to a number of practical mobility models. Fur-
thermore, this framework allows one to transform any given
mobility model into a stationary one, by choosing initial
speeds from the steady-state distribution, and subsequent
speeds from the original speed distribution. This construc-
tive method, confirmed through evaluation, provides sound
models for simulation, eliminating variations in average nodal
speed.
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