Linguistic Ethnography: |dentifying Dominant
Word Classesin Text

Rada Mihalce&?, Stephen Pulman

L Computer Science Department, University of North Texas
rada@cs.unt.edu
2 Computational Linguistics Group, Oxford University
sgp@clg.ox.ac.uk

Abstract. In this paper, we propose a method for "linguistic ethnography” —
a general mechanism for characterising texts with respect to the dareimdn
certain classes of words. Using humour as a case study, we explogaitihe
matic learning of salient word classes, including semantic classesgergan,
animal), psycholinguistic classes (e.g., tentative, cause), andiadfémad (e.g.,
anger, happiness). We measure the reliability of the derived wordeslass! their
associated dominance scores by showing significant correlationsatifferent
corpora.

1 Introduction

Text classification is an area in natural language procgdbiat has received a sig-
nificant amount of interest from both the research and im@istommunities, with
numerous applications ranging from spam detection and Webtdry categorization
[4], to sentiment and subjectivity classification [17], efon recognition [14], gender
identification [3] or humour recognition [6]. The task is daefil as the automatic identi-
fication and labeling of texts that share certain propertiegshat a common topic (e.g.,
“arts”), a common author (e.g., female-authored textsy oertain feature of the text
(e.g., humorous texts).

While there are a number of text classification algorithms tiaae been proposed
to date, there are only a handful of techniques that have teexloped to identify the
characteristics that are shared by the texts in a given.d¥sst of the work in this area
has focused on the use of weights associated with the wotls text, by using metrics
such as tf.idf or information gain, but no attempts have bmade to systematically
identify broader patterns or word classes that are commdrese texts. The relatively
small amount of work in this area is understandable sinoej ft practical perspective,
the accurate classification of texts is more important thenidentification of general
word classes that are specific to the texts in one category.

When the goal however is tinderstand the characteristicd a certain type of text,
in order to gain a better understanding of the propertiegbabiours modeled by those
texts (such as happiness, humour, or gender), then thevsatitedentification of broad
word classes characteristic to the given type of text isida@nably more insightful than
a mere figure reflecting the accuracy of a text classifier.

Given a collection of texts, characterised by a certain @rythat is shared by all
the texts in the collection, we introduce a method to autarally discover the classes



of words that are dominant in the given type of text. For ins& given a collection

of texts that are either humorous, or that reflect the happgdchad the writer, or the
specifics of the gender of the author, the method can be usientify those word
classes that are typical to the given texts. For exampleméthod can find that words
that describdhumansare more often encountered in humorous texts, and thus sugge
the human-centeredness of humour. Or, it can find that whiatsatre used to charac-
terizenoveltyare frequently used in texts describing happy moods, arglittulicate a
possible connection between novelty and happiness.

In the following, we first introduce the method to automadticassign a dominance
score to word classes to indicate their saliency in a typexif We then describe three
lexical resources that define word classes, including Rogéesaurus, Linguistic In-
quiry and Word Count, and WordNet Affect. We then illustrdte application of the
method to humorous texts, we show the classes that are déxvesing the dominance
score, and evaluate the consistency of the classes usirglatimm measures.

2 ldentifying Dominant Word Classesin Text

In this section, we describe a method to calculate a scooeiassd with a given class
of words, as a measure of saliency for the given word clasddrescollection of texts
that share a common property.

We define thdoregroundcorpus to be the collection of texts for which we want to
determine the dominant word classes. All the texts in thegimund corpus are assumed
to share a certain property, e.g., humorous texts, femaleseed texts, etc.

We define thebackgroundcorpus as a collection of texts that are neutral and do
not have the property shared by the texts in the foregrouhd. Background corpus
plays the role of a baseline, with respect to which we canrdete the saliency of the
word classes in the foreground corpus. A good backgrounpusoshould consist of a
mix of texts balanced with respect to genre and source, allha¢h lack the property
of the foreground texts. The purpose of seeking differentaes for the construction
of the background dataset is to avoid the bias that could treduaced by a specific
source or genre. We want to model the characteristics obtlegfound corpus, and thus
we do not want to learn features that could be specific to desgurce background
collection.

Given a class of word§' = {W;, W, ..., Wi }, we define the class coverage in the
foreground corpug’ as the percentage of words frafhbelonging to the class'”:

Z Frequencyr (W;)
w,eC

Coverager(C) = Sizer

whereFrequencyr(W;) represents the total number of occurrences of Wordnside

the corpusF’, andSizer represents the total size (in words) of the corpus
Similarly, we define the class coverage for the background corplis

Z Frequencyp(W;)
w;ecC

Coveragep(C) =

Sizep



The dominance scoref the clas<”' in the foreground corpusg’ is then defined as
the ratio between the coverage of the class in the cofpwith respect to the coverage
of the same class in the background corpus

Dominancep(C) = Coverager(C)

~ Coveragep(C) @
A dominance score close to 1 indicates a similar distriloutib the words in the
classC in both the foreground and the background corpus. Insteschr@ significantly
higher than 1 indicates a class that is dominant in the foregt corpus, and thus likely
to be a characteristic of the texts in this corpus. Finalscare significantly lower than
1 indicates a class that is unlikely to appear in the foregadoeorpus. Note that if the
background corpus is compiled so that it is balanced anddrdxeoss different genres
and sources, a score lower than 1 does not indicate a cldss taaracteristic to the
background corpus, but a class thandg characteristic¢o the foreground corpus.

3 Word Classes

We use classes of words as defined in three large lexicalne=milRoget’s Thesaurus,
Linguistic Inquiry and Word Count, and the six main emotidresn WordNet Affect.
For each lexical resource, we only keep the words and theiesponding class. Note
that some resources include the lemmatised form of the werds Roget), while oth-
ers include an inflected form (e.g., LIWC); we keep the wordshag originally appear
in each resource. Any other information such as morphosgicsemantic annotations
are removed for consistency purposes, since not all theirese have such annotations
available.

3.1 Roget

Roget is a thesaurus of the English language, with words &nalsps grouped into
hierarchical classes. A word class usually includes symanas well as other words
that are semantically related. Classes are typically divithto sections, subsections,
heads and paragraphs, allowing for various granularifiéiseosemantic relations used
in a word class. We only use one of the broader groupings, lyaheeheads. The most
recent version of Roget (1987) includes about 100,000 wgrdaped into close to

1,000 head classes. Table 1 shows three classes, togetheax sample of the words
included in these classes.

3.2 Linguistic Inquiry and Word Count (LIWC)

LIWC was developed as a resource for psycholinguistic aiglipy Pennebaker and
colleagues [10, 11]. The 2001 version of LIWC includes aboR0Q words and word
stems grouped into about 70 broad categories relevant thpkgical processes (e.g.,



emotion, cognition). The LIWC lexicon has been validated lagveing significant cor-
relation between human ratings of a large number of writeatstand the rating ob-
tained through LIWC-based analyses of the same texts. Takleows three LIWC
classes along with a set of sample words included in thesseda

3.3 WordNet Affect

WordNet Affect [15] is a resource that was created startiith WordNet [8], by anno-
tating synsets with several emotions. It uses several resstor affective information,
including the emotion classification of Ortony [9]. WordN&ffect was constructed
in two stages. First, a core resource was built based on a euofbheuristics and
semi-automatic processing, followed by a second stageemier core synsets were
automatically expanded using the semantic relationsatailin WordNet.

We extracted the words corresponding to the six basic em®titefined by [9],
namely anger, disgust, fear, joy, sadness, surprise. We tinee of these classes and a
few sample words in Table 1.

Class [Words

Roget
PERFECTION|perfection, faultlessness, lawlessness, impeccability, purity, integnigtity
MEDIOCRITY |mediocrity, dullness, indifference, normality, commonness, inferiority
SAFETY safety, security, surety, assurance, immunity, safeguard, protsgted
LIwC
OPTIM(ISM) |accept, best, bold, certain, confidence, daring, determined, glphopse
TENTAT(IVE)|any, anyhow, anytime, bet, betting, depending, doubt, fuzzy, ghesiant

SOCIAL adult, advice, affair, anyone, army, babies, band, boy, buddiéi)g; comrade
WordNet Affect

ANGER wrath, umbrage, offense, temper, irritation, lividity, irascibility, furgge

Joy worship, adoration, sympathy, tenderness, regard, respect, praderence, love

SURPRISE |wonder, awe, amazement, astounding, stupefying, dazed, stiamadingly

Table 1. Three word classes from each lexical resource, along with samptswor

4 Analysing Humorous Text

As a case study for our method, we analyse the dominant wasdes found in humor-
ous text. This follows on previous work on humour recogmititsing large collections
of humorous texts [7], as well as on more recent work inclgdim analysis of the
features found in humorous texts [5]. Unlike previous wavkere the words found in
verbal humour were manually investigated in an attempteatifly more general word
classes, the method proposed here is more general and atistem



4.1 Foreground Corpus: Two Collections of Humorous Texts

There have been only a relatively small number of previotesmgits targeting the com-
putational modeling of humour. Among these, most of theistubdave relied on small
datasets, e.g. 195 jokes used for the recognition of knocclk jokes [16], or 200 hu-
morous headlines analysed in [2]. Such small collectiong mad suffice for the robust
learning of features of humorous text.

More recently, we proposed a Web-based bootstrapping mieétiad automatically
collects humorous sentences starting with a handful of minselected seeds, which
allowed us to collect a large dataset of 16,000 one-lindrs [6

In this paper, we use the corpus of one-liners, as well asangedataset consisting
of humorous news articles [5].

One-liners. A one-liner is a short sentence with comic effects and amésteng linguis-
tic structure: simple syntax, deliberate use of rhetoridaes (e.g. alliteration, rhyme),
and frequent use of creative language constructions meattraict the readers’ atten-
tion. While longer jokes can have a relatively complex nareastructure, a one-liner
must produce the humorous effect “in one shot,” with very feerds. These charac-
teristics make this type of humor particularly suitable dige in an automatic learning
setting, as the humor-producing features are guarantelee poesent in the first (and
only) sentence.

Starting with a short seed set consisting of a few one-limeagually identified,
the algorithm proposed in [6] automatically identifies & 6§ webpages that include
at least one of the seed one-liners, via a simple searchrpetbwith a Web search
engine. Next, the webpages found in this way are HTML paraad,additional one-
liners are automatically identified and added to the seedTéet process is repeated
several times, until enough one-liners are collected.

Take my advice; | don't use it anyway.
| get enough exercise just pushing my luck.
I took an 1Q test and the results were negative.
A clean desk is a sign of a cluttered desk drawer.
Beauty is in the eye of the beer holder.

Fig. 1. Sample examples of one-liners

Two iterations of the bootstrapping process, started witimall seed set of ten one-
liners, resulted in a large set of about 24,000 one-lineferAemoving the duplicates
using a measure of string similarity based on the longestnommsubsequence, the
resulting dataset contains 16,000 one-liners, which aed irsthe experiments reported
in this paper. The one-liners humor style is illustrated igufe 1, which shows five
examples of such one-sentence jokes.



Humorous News Articles. In addition to the one-liners, we also use a second dataset
consists of daily stories from the newspaper “The Onion” atais weekly publication

with ironic articles about current news, targeting in parar stories from the United
States. It is known as “the best satire magazine in the UASidew Hammel, German
Joys, http://andrewhammel.typepad.com) and “the besttsoaf humour out there”
(Jeff Grienfield, CNN senior analyst, http://www.ojr.oxg/

Canadian Prime Minister Jean Cétien and Indian President Abdul Kalam held a subdued press
conference in the Canadian Capitol building Monday to announce that thenations have
peacefully and sheepishly resolved a dispute over their common bamiéarrassed Chatien

and Kalam restore diplomatic relations. "We are — well, | guess proud igrétword — relieved,

| suppose, to restore friendly relations with India after the regrettable disputr the exact
coordinates of our shared border,” said Gétien, who refused to meet reporters’ eyes as he
nervously crumpled his prepared statement. "The border that, eell, Wjuess it turns out that
we don't share a border after all”

Fig. 2. Sample news article from “The Onion”

All the articles published during August 2005 — March 2006ewveollected, which
resulted in a dataset of approximately 2,500 news artiélésr cleaning the HTML
tags, all the news articles that felt outside the 1000-1D¢b@racter length range were
removed. This process led to a final dataset of 1,125 newiestwith humorous con-
tent. Figure 2 shows a sample article from this dataset. d&ia set was previously
used in [5].

4.2 Background corpus

In order to create a background corpus, we compiled a datassisting of a mix of
non-humorous sentences from four different sourcesRéterditles, extracted from
news articles published in the Reuters newswire over a gp@fmne year (8/20/1996
— 8/19/1997); (2Proverbsextracted from an online proverb collection; @ijtish Na-
tional Corpus (BNC}¥entences; and (4) sentences from@pen Mind Common Sense
collection of commonsense statements.

4.3 Dominant Word Classesin Humorous Text

All the word classes from the resources described in Setiwere ranked according
to the dominance score calculated with formula 1. Thoseselthat have a high score
are the classes that are dominant in humorous text. Tablevssie top classes found
according to each lexical resource, along with their domieascore and a few sample
words.



Class |ScoréSample words

Roget
ANONYMITY 3.48|you, person, cover, anonymous, unknown, unidentified, unseécifi
ODOR 3.36|nose, smell, strong, breath, inhale, stink, pong, perfume, flavor
SECRECY 2.96close, wall, secret, meeting, apart, ourselves, security, censorship
WRONG 2.83|wrong, illegal, evil, terrible, shame, beam, incorrect, pity, horror
UNORTHODOXY 2.52 |error, non, err, wander, pagan, fallacy, atheism, erronedllesifaus
PEACE 2.51law, rest, order, peace, quiet, meek, forgiveness, soft, calnit, spir
OVERESTIMATION 2.45 [think, exaggerate, overestimated, overestimate, exaggerated,
INTUITION INSTINCT| 2.45|drive, feel, idea, sense, blind, feeling, knowledge, natural, tact
INTELLECTUAL 2.41|woman, brain, student, genius, amateur, intellect, pointy, clerk
DISARRANGEMENT | 2.18|trouble, throw, ball, bug, insanity, confused, upset, mess, confuse
LIwC
YOou 3.17|you, thou, thy, thee, thin
| 2.84 |myself, mine
SWEAR 2.81|hell, ass, butt, suck, dick, arse, bastard, sucked, sucks, boobs
SELF 2.23|our, myself, mine, lets, ourselves, ours
SEXUAL 2.07 |love, loves, loved, naked, butt, gay, dick, boobs, cock, horny fair
GROOM 2.06 [soap, shower, perfume, makeup
CAUSE 1.99|why, how, because, found, since, product, depends, thus, cos
SLEEP 1.96 |bed, wake, asleep, woke, nap, wakes, napping, waking
PRONOUN 1.84|you, they, his, them, she, her, him, nothing, our, its, themselves
HUMANS 1.79|man, men, person, children, human, child, kids, baby, girl, boy
WordNet Affect
SURPRISE | 3.31 \stupid, wonder, wonderful, beat, surprised, surprise, amazingiaer

Table 2. Dominant word classes from each lexical resource, along with sangygsw

5 Evaluation

To evaluate the dominance scores obtained for the wordedasse measure the corre-
lation between the scores derived by using different huodata sets. Since we are
interested in a consistent ranking for the dominance scohes derived from different
corpora, we use the Spearman correlation metric to meaankég consistency.

We evaluate the correlation for three data pairs. Firstptieliners data set is ran-
domly split into two non-intersecting data sets consistiig,000 one-liners each. In
Table 3, this data set pair is labelede-liners vs. one-linersSecond, the humorous
news articles set is split into two separate data sets obappately 550 news articles
each fews articles vs. news articleginally, the last data set pair measures correlation
across corpora: dominance scores derived from the entipus®f 16,000 one-liners
compared to the scores obtained for the entire corpus obh&®&s articlesqne-liners
VS. news articlés

Table 3 shows the Spearman correlation measured for the tiata set pairs, for
the dominance scores obtained for the Roget and LIWC wordetadot surprisingly,
the correlation within the same genre (e.g., one-linersoue-liners or news articles
vS. news articles) is higher than across genres. Howevspjtdethe genre and source



Roget LIWC
one-liners vs. one-liners 0.95 0.96
news articles vs. news article8.84 0.88
one-liners vs. news articles| 0.63 0.42

Table 3. Spearman correlation between word class dominance scores dinveifferent hu-
morous corpora.

differences between the one-liners and the news articlg®ra, the correlation is still
strong, significant gt < 0.01 level using a two-tailed t-test.

For WordNet Affect, because it includes only six classes,cold not calculate
the Spearman correlation, since at least 12 points areresijfar a reliable correlation
metric. Instead, the dominance scores obtained for themsitien classes are listed
in Table 4. As seen in the table, the dominance score rankibtgned for the two
different data sets (one-liners and humorous news ar}ielessimilar, withsurprise
being by far the most dominant emotion, with a score of 3.3thiakd for the one-
liners and 1.91 for the humorous news articles. @ilegustemotion has also a score
larger than 1, but not as significant as the surprise emotion.

Emotion |One-liners News articles
ANGER 0.81 0.73
DISGUST 1.33 1.16
FEAR 1.12 0.97
Joy 1.13 0.83
SADNESS| 0.97 0.85
SURPRISE 3.31 1.91

Table 4. Dominance scores for the six emotions in WordNet Affect.

For a second evaluation, we also compare the high domindeses obtained with
our method with the observations made in previous work caiicg the features of
humorous text. For instance, [7] observed that sexual wdaapwas frequently used
in humour. This matches thgeXUAL class that we also identified as dominant. Simi-
larly, [5] found human-centered vocabulary and negatiManty as important charac-
teristics of humorous texts. These features corresponevieral dominant classes that
we automatically identifiedvou, I, SELF, HUMANS (human-centered vocabulary), and
WRONG, UNORTHODOXY, DISARRANGEMENT (negative polarity). Swearing vocabu-
lary (among our classeSwWEAR) was also found useful for humour recognition [13].
Finally, surprise [12, 1] was previously identified as onéhefelements most frequently
encountered in humour. We also found this class as havingradominance score in
humorous texts.

Those observations however were mostly empirical, basedroanual analysis of
the words frequently encountered in humour. Instead, otiheadeallows us to system-
atically identify the word classes that are dominant in htoue texts, which implies



increased coverage (a larger number of word classes carbifield), robustness (the
same method can be applied to corpora of different sized)partability (besides hu-
mour, the method can be used to characterize any other typeds).

6 Conclusions

In this paper, we proposed a method for “linguistic ethnpbye which automatically
identifies the most dominant word classes in text. By usiigrtitethod, we can take a
step further toward the systematic characterization dtsitaring a common property,
such as humorous texts or texts authored by same genderswrite

Using humour as a case study, we showed that the automwatiealined word
classes are reliable, and they correlate well across difterorpora sharing the same
humorous property. Moreover, we showed that several ofifsses automatically iden-
tified correspond to previous empirical observations trerevbased on manual analysis
of humorous texts.

Despite its simplicity, the method proposed is systematiaist, and portable, and
can be used to automatically characterize any types of. textature work, we plan to
integrate the automatically derived dominant word clagstsa classifier for humour
recognition. We also plan to test the applicability of thetmoel to other types of texts.
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