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Abstract

We present a method whereby an embodied agent using
visual perception can efficiently create a model of a local
indoor environment from its experience of moving within
it. Our method uses motion cues to compute likelihoods
of indoor structure hypotheses, based on simple, generic
geometric knowledge about points, lines, planes, and mo-
tion. We present a single-image analysis, not to attempt
to identify a single accurate model, but to propose a set of
plausible hypotheses about the structure of the environment
from an initial frame. We then use data from subsequent
frames to update a Bayesian posterior probability distribu-
tion over the set of hypotheses. The likelihood function is
efficiently computable by comparing the predicted location
of point features on the environment model to their actual
tracked locations in the image stream. Our method runs in
real-time, and it avoids the need of extensive prior train-
ing and the Manhattan-world assumption, which makes it
more practical and efficient for an intelligent robot to un-
derstand its surroundings compared to most previous scene
understanding methods. Experimental results on a collec-
tion of indoor videos suggest that our method is capable of
an unprecedented combination of accuracy and efficiency.

1. Introduction
For an embodied agent to act effectively, it must perceive

its local environment. Visual perception is obviously im-
portant for biological agents, and for artificial agents it has
many advantages — cost, field of view, and spatial and tem-
poral bandwidth — over other sensors such as laser, sonar,
touch or GPS. By focusing on vision as a sensor for an ar-
tificial agent, we consider the input to visual perception to
be a stream of images, not simply a single image. The out-
put of visual perception must be a concise description of the
agent’s environment, at a level of granularity that is useful
to the agent in making plans. Visual processing must be
done in real time, to keep up with the agent’s needs.

There has been impressive recent work on scene under-
standing and on the derivation of depth maps from single
images of indoor and outdoor scenes [9, 11, 5, 13, 19, 8, 14,
23, 1]. These methods typically depend on carefully trained
prior knowledge linking local image properties to a classi-
fication of local surface orientation [9, 11, 8], to depth of
surfaces in the environment [19], or to semantic labels and
thence to depth [14, 23]. Using prior training knowledge
with relevant domain specific examples makes these meth-
ods difficult to generalize to different environments, espe-
cially indoor environments. In addition, real-time perfor-
mance may be difficult to achieve when evaluations at pixel
or superpixel level are involved.

Both Structure-from-Motion [7, 17, 3, 18] and Visual
SLAM methods [4, 16, 6, 12] are relatively mature meth-
ods that use a stream of visual observations to produce a
model of the scene in the form of a 3D point cloud. A
more concise, large-granularity model that would be useful
to an agent in planning and carrying out actions must then
be constructed from the point cloud. Methods that combine
3D point cloud and image data for semantic segmentation
has been proposed (e.g. [24]). However, these methods are
computationally intensive, making them difficult to apply in
real time without specialized GPU hardware support.

We present an efficient method for generating and test-
ing plausible hypotheses in the form of geometric structure
models of the local environment. For this paper, we re-
strict our attention to indoor “floor-wall” environments as
described by Delage, et al [5, 1]. These environments need
not satisfy the “box” assumption [8, 23] or the Manhattan-
world assumption [13]: walls are planes perpendicular to
the ground plane, but not necessarily to each other. We do
not assume that the ceiling is parallel with the floor, based
on the fact that the ground plane is highly relevant to a mo-
bile agent, but the ceiling is not. Indeed, our current imple-
mentation does not model the ceiling at all. We present an
efficient geometric method to generate a collection of plau-
sible ground-wall boundary hypotheses about the 3D struc-



Figure 1. Our proposed framework. The first step is to generate a set of ground-wall boundary hypotheses in the first frame of the video.
Given any hypothesis, a static model of the 3D planar environment is computed, and the trajectory of camera motion is determined based
on the 3D static model and tracked features. Hypotheses are evaluated based on their prediction error using a Bayesian filter, and the
hypothesis with the maximum posterior probability is selected.(Best viewed online, magnified, and in color.)

ture of the environment from a single frame. Our method
then uses information from the video stream to identify and
update the Bayesian posterior probability distribution over
the set of ground-wall boundary hypotheses.

Our main contribution to indoor scene understanding is
a method using motion cues to compute likelihoods of hy-
potheses, based on simple, generic geometric knowledge
about points, lines, planes, and motion. Our method re-
lies on knowledge of indoor structure that generalizes to
all indoor environment, unlike [8, 23, 13] that use the
Manhattan-world assumption. Furthermore, our method
avoids the need for extensive prior training with relevant
domain-specific examples [9, 11, 5, 13, 19, 8, 14, 23]. In
addition, our method runs in real-time since it avoids costly
evaluation at pixel or superpixel level as in most single-
image approaches, and it avoids costly optimization as in
Structure-from-Motion. Thus, unlike other work in scene
understanding, our method is practical to apply on artificial
agents, which is important for developing useful computer
vision tools for areas like robotics and AI.

2. 3D Model Construction and Evaluation

In this section, we describe our method for constructing
a geometric model of the 3D environment under a set of
hypotheses, and then finding the Bayesian posterior proba-
bility distribution over that set of hypotheses, given the ob-
served data (Figure 1).

We assume that the environment consists of a ground
plane and planar walls that are perpendicular to the ground
plane but not necessarily to each other. We view the en-
vironment using a calibrated camera moving through the
environment with fixed height and fixed known pitch and
roll with respect to the ground plane. In this paper, we as-

sume that the pitch and roll are known as zero. Under these
assumptions, we can determine the 3D coordinates in the
camera frame of any image point lying on the ground plane
(Section 2.2).

We define a ground-wall boundary hypothesis as a poly-
line extending from the left to the right boarder of the image
(similar to [5]). The initial and final segments may lie along
the lower image boundary. Vertical segments correspond to
occluding edges between planar walls. This paper consid-
ers only the case of three-wall hypotheses with no occluding
edges. Section 2.1 describes the generation of a set of plau-
sible ground-wall boundary hypotheses.

With the additional assumption of a specific ground-wall
boundary hypothesis, we can infer the wall equations, and
hence the 3D coordinates of any image point lying on a wall
(Section 2.2). This allows us to construct a 3D model of the
environment in the camera frame of reference, relative to a
given ground-wall boundary hypothesis.

We select a set of image point features that can be tracked
reliably through the frames of the video. This selection and
tracking step does not depend on the ground-wall boundary
hypothesis. Transforming a hypothesized 3D environment
model from the camera frame to the world frame of ref-
erence, the model becomes static across the frames of the
video, so the tracked points can be used to estimate camera
motion from frame to frame in the video (Section 2.3).

At this point, relative to each ground-wall boundary hy-
pothesis Hi, we have both a static model of the 3D envi-
ronment and knowledge of camera motion. Using these,
we can predict the motion of the image feature points over
time, and compare these predictions with the observations
Ot. This comparison defines the likelihood ppOt|Hiq of
the observation given the hypothesis, and allows us to up-



Figure 2. Examples of ground-wall boundary hypotheses.

date the Bayesian posterior probability distribution over the
set of ground-wall boundary hypotheses (Section 2.4 ).

2.1. Ground-Wall Boundary Hypotheses

A ground-wall boundary hypothesis is defined as a poly-
line extending from the left to the right borders of the im-
age, similar to [5]. The enclosed region of the polyline with
the image lower border defines the ground plane. A non-
vertical line segment in the polyline represents a wall plane,
and vertical line segments represent occluding edges. To
simplify the problem in this paper, we focus on hypotheses
that consist of at most three walls (i.e. left, end, and right
walls) and the ground plane with no occluding edges.

To generate the hypotheses, we start by extracting line
segments below the camera center. Since the camera is al-
ways placed above the ground plane, all the lines within a
feasible hypothesis are below the camera center. We re-
move vertical line segments because vertical lines imply
occluding edges. Non-vertical line segments are divided
into three categories (i.e. left, end and right) based on their
slopes in the image. A set of hypotheses can be automat-
ically generated by selecting and linking at most one line
from each category. However, some hypotheses are infeasi-
ble in the physical world and thus, are systematically ex-
cluded from the set. Hypotheses with wall intersections
outside the image borders are excluded because they vio-
late the perspective geometry of indoor structures. In ad-
dition, a 3-wall hypothesis is excluded if its left and right
walls intersect in front of the end wall. Furthermore, we
define the edge support of a hypothesis to be the fraction
of the length of the ground-wall boundary that consists of
edge pixels. Hypotheses with edge support below a thresh-
old are excluded. Examples of our ground-wall boundary
hypotheses are shown in Figure 2.

2.2. Ground-Plane and Wall-Plane Points in 3D

In the camera space, the 3D location Pi � pxi, yi, ziq
T

of an image point pi � pui, vi, 1q
T is related by Pi � zipi

for some zi. If the point Pi lies on the ground plane with
normal vector ng , the exact 3D location can be determined

by the intersection of the line and the ground plane:

h � ng �Pi � zing � pi (1)

where h is the distance of the optical center of the camera
to the ground (camera height).

By setting the normal vector of the ground plane to ng �
p0, 1, 0qT , the 3D location of any point on the ground plane
with image location pi can be determined by

Pi �

�
�
xi
yi
zi

�
� h

�
�
ui{vi

1
1{vi

�
. (2)

The camera height is set to h � 1 without loss of generality.
Within a given hypothesis, a wall plane equation is de-

termined by its corresponding ground-wall boundary line
segment. We determine the normal vector of a wall plane
nw based on the ground-wall boundary line segment,

nw � ng � vb (3)

where vb is the 3D direction vector of the boundary line
segment. If a point lies on the wall plane with position pj

in the image space, its 3D location can be determined by

dw � zjnw � pj � nw �Pj (4)

where dw can be obtained by any point on the boundary
line. Notice that if a point lies on the ground-wall boundary
line, both Equation 1 and 4 must be satisfied.

Based on the geometry described above, we determine
the equations of the wall planes, as well as the 3D location
of any given point feature on the image under a ground-wall
boundary hypothesis. Once we know the 3D ground-wall
structure in the camera space, we can easily transform it into
the world frame of reference with the origin at p0, h, 0qT

and the zero pan direction along the x-axis.

2.3. Camera Motion in the World Frame

To estimate the camera motion, we select a set of point
features and track them across frames. Any method can be
used but in this paper, we use KLT [20] tracking because it
is more efficient than SIFT [15] and SURF [2], and it works
well in our experiments.

Since the 3D locations of the feature points are static in
the world coordinates, camera motion between two frames
can be estimated by observing the 2D tracked points. This
camera motion estimation is equivalent to estimating the
rigid body transformation of the 3D point correspondences
from a still camera under the camera coordinate system.
In this paper, we assume that the camera is moving par-
allel to the ground plane so the estimated rigid body trans-
formation of the points contains three degrees of freedom,
p∆x,∆z,∆θq, where ∆x and ∆z are the translation and
∆θ is the rotation around y-axis.



Based on the point correspondences in the image space,
we reconstruct the 3D locations of the point features for
both frames individually under a ground-wall boundary
hypothesis. Given two corresponding 3D point sets in
the camera space, tPi � pxPi , y

P
i , z

P
i q

T u and tQi �

pxQi , y
Q
i , z

Q
i q

T u, i � 1...N , in two frames, the rigid-body
transformation is related by Qi � RPi � T where R is
the rotation matrix, and T is the 3D translation vector. The
rotation matrix R has one degree of freedom, of the form

R �

�
�

cosp∆θq 0 sinp∆θq
0 1 0

� sinp∆θq 0 cosp∆θq

�
 (5)

and the translation vector T � ptx, 0, tzq
T has two degrees

of freedom. In order to estimate the three degrees of trans-
formation, the point correspondences are projected onto the
ground plane which are denoted as tP1

i � pxPi , h, z
P
i q

T u

and tQ1
i � pxQi , h, z

Q
i q

T u. The rotation matrix can be esti-
mated by the angular difference between two corresponding
vectors,

ÝÝÝÝÑ
P1

iP
1
j and

ÝÝÝÝÑ
Q1

iQ
1

j . Our estimated ∆θ is thus the
weighted average of the angular differences,

cosp∆θq �
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(6)

where ωij is defined as

ωij �
p1{zPi � 1{zQi q

2

p1{zPj � 1{zQj q

2
. (7)

Since the reconstructed 3D positions of distant points are
less accurate, they are given lower weights.

The translation vector T is then estimated by the
weighted average of the differences between RP1

i and Q1
i,

T �
1°
ωi

Ņ

i�1

ωipQ
1

i �RP1
iq (8)

where ωi � p1{zPi � 1{zQi q{2.
The pose change of the camera in the world frame of ref-

erence can be determined based on the estimated rotation
R and translation T of the 3D features points locations un-
der the camera coordinate. If we set the camera location
of one frame to p0, 0, hqT with zero pan along the x-axis,
the camera pose, pxc, zc, θcqT , of that frame is p0, 0, 0qT .
Then, the pose of the camera in the other frame becomes
ptx, tz,∆θq

T , where tx and tz are the x and z components
of T in the camera coordinates.

2.4. Evaluating Hypotheses

At this point, relative to each ground-wall boundary hy-
pothesis, we have both a static model of the 3D environment

and knowledge of camera motion. Using these, we can pre-
dict the motion of the image feature points over time, and
compare these predictions with the tracked features.

Ground-wall boundary hypotheses are evaluated by
Bayesian filtering. We define the first frame of the video as
our reference frame and compare it with each of the other
frames. For each frame, the likelihood for each hypothe-
sis with respect to the reference frame is computed. Using a
Bayesian filter allows us to accumulate the likelihoods from
all the frames in order to select the hypothesis with the max-
imum posterior probability at the end of the video.

Given a set of hypotheses, tHiu, i � 1...N , the poste-
rior distribution over the hypotheses at time step m can be
expressed by Bayes rule,

p pHi|O1,O2, ...,Omq9p pHiq
¹

t�1...m

p pOt|Hiq (9)

where Ot is the set of features whose tracked and predicted
locations are compared at time step t. If we have no in-
formation about the correctness of the hypotheses from the
reference frame, the prior probability p pHiq in Equation 9
is uniformly distributed over all the hypotheses.

For each time step, the observation Ot is a set of evi-
dence from the feature points, tot1, o

t
2, ...o

t
nu, observed in

frame t. The likelihood of an individual point otj at im-
age location Lpotjq is modeled by a normal distribution with
mean at the predicted image location L̂potjq in frame m.
L̂potjq and Lpotjq are related by the rotation matrix R and
translation vector T as described in Section 2.3. Since
the likelihood is only depending on the distances between
Lpotjq and L̂potjq, the individual likelihood is equivalent to
modeling the prediction error between the two with a zero
mean normal distribution with variance σ. By combining
the likelihoods from individual points, the likelihood of hy-
pothesis Hi at time step t is,

p pOt|Hiq9
n¹

j�0

exp
�||L̂potjq � Lpotjq||

2

2σ2
. (10)

3. Results
We tested our approach on 11 videos with resolution

1280 � 720 in various indoor environments (Figure 5).
We included corridors that violate the Manhattan-world as-
sumption, corridors with glass walls, reflections and par-
tially occluded edges, and rooms with various sizes. The
number of frames in each video ranges from 300 to 380
and the hypotheses are evaluated every 5 frames. The over-
all motion in each video is about 3 meters moving forward
with slight direction changes. Frames from one video in our
dataset are shown in the top row of Figure 3(a).

The efficiency of our method is shown in Table 1. The
computational time is related to the number of feature points



(a)

(b) Prediction Error (c) Posterior Probability Distribution after each Frame

Figure 3. (a) The top row are frames 1, 50, 100, 150 and 200 from one of our datasets. The bottom rows are examples of our hypothesis
generated in the first frame (first column) and the predicted locations (crosses) and tracked locations (circles) of the feature points on each
frame. The discrepancy of the locations are the white lines. (b) The overall trend of the prediction error increases with the motion due to
feature tracking quality. The number of existing tracked features decreases as the motion increases and these features are mostly from the
distant area in the first frame which has low resolution. The abrupt increase at frame 185 is because of the sudden camera movement which
reduces the tracking quality. (c) All hypotheses are equally likely in the first frame. Hypotheses with low accuracy drop significantly in the
first few frames, while the one with the highest accuracy gradually stands out among the rest. The most accurate hypothesis need not to be
the one with minimum prediction error all the time in order to get the maximum posterior probability in the end. (Best viewed in color)

and the number of hypotheses as shown in the table. Our
algorithm runs in real-time and the computational time (in
C/C++ using an Intel Core 2 Quad CPU 2.33GHz) is less
than the video length.

For each test video, we manually labeled the ground truth
classification of the planes (i.e. three walls, ground plane
and ceiling plane) for all pixels in the first frame in order to
evaluate our results quantitatively. We define the accuracy
of a hypothesis being the percentage of the pixels that have
the correct classification in the first frame. Since the ceil-
ing plane is not included in our hypotheses, we omitted the
ceiling pixels from our evaluation.

Figure 3 shows our results in hypothesis generation, mo-

tion prediction and Bayesian filtering. 1 Even though the
overall error increases with motion due to the quality of fea-
ture tracking, hypotheses that are closer to the actual indoor
structure have relatively low errors compared to others since
the hypotheses are evaluated based on the same set of fea-
ture points. Figure 5 shows our performances in various
indoor environments in which we demonstrated our capa-
bility to deal with non-Manhattan world structures, as well
as noisy feature points.

To compare our approach to state-of-the-art methods, we
apply the indoor classifier in [10] and the box layout estima-

1Since our ground-wall boundary hypotheses do not model the ceiling
plane, feature points from the ceiling plane will be misleading in the eval-
uation. These points are excluded using essentially the technique used to
identify the ground plane in Section 2.1.



(a) Input video (b) Our method (c) Bundler [21] (d) PTAM [12]

Figure 4. Comparison between our approximate 3D planar model with other multi-image reconstruction methods. (Best viewed in color)
(a) First frame of our input video and the hypothesis with maximum posterior probability (black line) determined by our framework using
frame 1 to 300. Based on the hypothesis, feature points are classified into ground plane (blue) and left (red), front (green) and right (pink)
walls. (b) 3D planar model and 3D locations reconstructed using the geometry described in Section 2.2 given the image location of the
hypothesis. (c) 3D point cloud reconstructed by Bundler [21] using frame 5, 10, ..., 300 in the video. Only the distant area of the corridor
are reconstructed because Bundler only considered SIFT feature points that frequently appear among the image set. (d) 3D point cloud
reconstructed by PTAM [12] using frame 1 to 300 where the first 10 frames are used for initialization.

Datasets EECS Building Library 1 Locker Room Non-parallel 1 Non-parallel 2 Basement
Our Method 85.78% 91.13% 97.91% 89.61% 84.89% 99.71%

[10] 85.49% 88.13% 71.49% 86.23% 85.44% 72.82%
[10]+MRF 84.57% 83.10% 83.18% 86.47% 60.16% 77.99%

[8] 79.15% 83.32% 87.72% 53.10% 66.11% 89.79%
Datasets Study Room Library 2 Glass Wall Object Two Walls Average

Our Method 95.59% 88.39% 85.56% 94.73% 97.71% 92.09%
[10] 76.43% 88.38% 58.87% 94.45% 92.02% 82.07%

[10]+MRF 72.90% 84.78% 64.39% 88.62% 91.80% 79.62%
[8] 89.23% 78.42% 87.55% 88.16% 95.63% 81.96%

Table 2. Classification accuracy. We compared our results quantitatively with [8] and [10], and we further extend [10] to incorporate
temporal information in order to make a fair comparison (see text for more detail). Note that while evaluating [10], the most likely label
is assigned to each pixel and pixels with most likely label “sky”, “porous” or “solid” are excluded in the evaluation. While evaluating [8],
pixels with label “ceiling” are excluded in the evaluation.

Datasets NF NH VL CT
EECS Building 256 15 10 s 5.77 s

Library 1 233 12 10 s 6.18 s
Locker Room 245 16 10 s 6.70 s
Non-parallel 1 286 13 10 s 6.49 s
Non-parallel 2 268 8 11.67 s 7.60 s

Basement 282 9 10 s 7.27 s
Study Room 248 15 10 s 8.18 s

Library 2 250 20 12.67 s 7.84 s
Glass Wall 403 10 10 s 7.34 s

Object 336 15 10 s 7.50 s
Two Walls 242 10 10 s 5.37 s

Table 1. Computational time analysis. (NF: number of features;
NH: number of hypotheses; VL: video length; CT: computational
time)

tor in [8] to the first frame of each video. Furthermore, we
extended the method in [10] by applying it to the same sub-
set of frames that our method used (e.g. 60 frames out of
300), and combined the labels across frames using a spatial-

temporal Markov Random Field linking superpixels within
and across the frames, similar to [24]. We refer to these
results as “[10]+MRF”. Notice that adding temporal infor-
mation to [10] does not necessarily improve the result in the
first frame because incorrect labels in later frames affect the
label in the first frame.

Our quantitative results are reported in Table 2. Apply-
ing all four methods to our datasets, we obtained a mean
accuracy of 92.09% for our method, a mean accuracy of
82.06% for [10] in its original single-image mode, a mean
accuracy of 79.62% for [10]+MRF and a mean accuracy of
81.96% in [8]. One reason for this substantial difference is
that [10] and [8] depend strongly on training data, which is
likely to be specific to certain environments. By contrast,
our method applies a very general geometric likelihood cri-
terion to semantically meaningful planar hypotheses. In ad-
dition, [8] uses the “box” assumption, while our methods
does not require the walls to be perpendicular to each other.

Even though our focus is on scene understanding, we
compared our 3D planar model with multiple image re-
construction approaches, Bundler [21] and PTAM [12], as



shown in Figure 4. Bundler [21] has trouble with simple
forward motion because it only considered SIFT points that
frequently appear among the image set for 3D reconstruc-
tions and camera pose estimation. Thus, only the far end of
the corridor was reconstructed. Our approximate 3D recon-
struction is comparable with [12], but in addition to point
clouds, our model provides semantic information about the
indoor environments (e.g. walls and ground plane). We also
used J-linkage [22] to fit planes to the 3D point clouds from
[21] and [12]. These results do not contribute meaning-
ful information for indoor scene understanding, because the
plane-fitting process is easily misled by accidental group-
ings within the point cloud. Our hypothesis-generation pro-
cess focuses on semantically plausible hypotheses for in-
door environments.

4. Conclusion
We have demonstrated a new method for efficiently gen-

erating and testing models of indoor environments. We ap-
ply single-image geometric methods to an initial frame of
a video to propose a set of plausible ground-wall boundary
hypotheses for explaining the 3D structure of the local envi-
ronment. Within the context of each hypothesis, our method
estimates camera motion, then uses the 3D structural hy-
pothesis plus camera motion to predict the image-space mo-
tion of point features on the walls. A likelihood function for
the observed data, given each hypothesis, can then be com-
puted from the stream of data in subsequent frames. The
Bayesian posterior probability distribution is updated using
these likelihoods from each subsequently analyzed frame in
the stream, almost always leading to rapid identification of
the best hypothesis. We demonstrate qualitative and quan-
titative results on videos collected of motion in a variety of
indoor environments, including non-Manhattan-world en-
vironments and ones with glass walls and windows, shad-
ows, and other difficult image features. Our experimental
results suggest that our method is capable of an unprece-
dented combination of accuracy and efficiency. Our goal
is to enable an embodied agent with visual perception to
understand its environment well enough to act effectively
within it.
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Figure 5. Examples (Best viewed in color). The first column is the first frame of each video and the second column is our manually labeled
ground truth. Column three shows the posterior distribution over the hypotheses. The hypothesis with maximum posterior probability at
the end of the video is shown in pink. The fourth column shows the hypothesis with maximum posterior probability. The fifth column is
the results from [10] on the first frame of the video using their classifiers trained for indoor images and the last column is the results of
box layout estimation from [8] on the first frame of the video. Non-parallel 1 and Non-parallel 2 demonstrate our capability to identify
non-Manhattan world structures, unlike [8]. Furthermore, our simple ground-wall models enable us to ignore objects that stick out of the
wall as in Locker Room, Non-Parallel 1 and Object. Object also demonstrates our capability to deal with a partially occluded ground-wall
boundary. Our method is a generalized framework that can deal with any number of walls by generalizing the hypothesis generation (Two
Walls). Our method works fairly well even with noisy feature due to reflections (Glass Wall). Compared to [10] and [8], our method
generalizes across different environments since we do not rely on any training from the image properties, which can be scene sensitive. We
further applied [10] to multiple frames of the videos and built a MRF to combine temporal informations similar to [24]. See Table 2 for
quantitative comparisons.


